Erik T. Mueller

Computational Models of Narrative

This article provides an overview of work on computational modeling of narrative, with
a focus on narrative understanding. It reviews representations for narrative, systems for
narrative understanding, and systems for narrative generation. It proposes a major project
for narrative understanding and specifies five problems that the project must address:
efficiency of reasoning, effective model finding, representation of knowledge for narra-
tive, acquisition of knowledge for narrative, and acquisition of annotated training data.

1 Introduction

Narratives are part of the fabric of our lives. What are they? How do they work? One
way to answer these questions is to formulate theories of narrative and discuss them
in natural language. But to a computer scientist, this isn’t satisfactory. It isn’t precise
enough. It doesn’t lead to a running computer program. In fact, computer scientists tend
to believe (and I tend to agree) that we don’t truly understand something until we build a
computer program that does it. Writing a computer program forces us to explore all the
gaps in our understanding. If our understanding is gibberish, then the program will crash.

Goals of CMN. The goal of computational modeling of narrative (CMN) is to build
computer programs that understand and generate narratives.

This article focuses on models for the understanding of stories; for an overview
of story generator algorithms, see the eponymous article by Gervas (2012). However,
representations such as the ones described in Section 2 are common to narrative under-
standing and narrative generation. Generation may require further representations for
dealing with writing style and dramatic goals such as suspense.

In the past, there has been more work on computational modeling of narrative un-
derstanding than on computational modeling of narrative generation, although this is
starting to change, especially with the work on interactive narrative (cf. the notes on
interactive narrative below, section 4).

In one sense, it is easier to write a narrative generation program than a narrative
understanding program, because a human interpreter will read more into a generated
narrative than is actually there. Current narrative generation programs can generate
many paragraphs of plausible text, whereas current narrative understanding programs
have difficulty understanding narratives as short as three sentences. In another sense,
it is harder to write a narrative generation program because generating good narratives
requires creativity (for a classical discussion and implementation, cf. Turner, 1994).
Narrative generation requires deciding what the narrative is to be about, whereas narra-
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tive understanding only requires that the listener or reader understand what has already
been written by someone else.

This separation of narrative understanding and generation is paralleled in compu-
tational linguistics. Natural language parsing and natural language generation are very
different fields (cf., e.g., Dale & Reiter, 2000).

 Given a narrative, a program for narrative understanding should be able to exphin
:who the characters are, what they want, where they are, what they do, why they do what

~- they do, what obstacles they face, what happens, and what the point of the narrative is.

. The program should also be able to construct narratives that resemble those a person

" might construct.

CMN began in the carly 1970s in artificial intelligence laboratories and computer
science departments at the Massachusctts Institute of Technology, Yale University, and
elsewhere. From the start, rescarchers in this arca have had a great interest in how hu-
mans represent and process narratives, and there has been significant cross-pollination
between Al rescarchers and psychologists who study human narrative processing. As
Al became more empirical and focused on experimental evaluation in the 1990s, CMN
also became more empirical. In recent years, there has been increased involvement from
literary theorists, narratologists, and neuroscientists. .

Relationship with Computational Linguistics. How does computational modeling
of narrative differ from computational linguistics and natural language processing? Of
course, narrative is a kind of discourse, which is one of the domains of computational
linguistics and natural language processing. But CMN differs in two main ways. First,
CMN focuses on processing and representation of areas that sometimes seem far removed
from computational linguistics like emotions, personality traits, counterplanning, plot
structures, and story themes. Modeling narrative requires addressing these areas. Second,
CMN focuses on building complete, integrated computer systems that perform high-level
cognitive tasks like creating a story from scratch or asking probing questions to resolve
gaps in understanding. Building such systems is difficult, but working on them generates
new problems (like how to process stereotypical situations) that drive the larger field of
natural language processing forward.

Related Publications. Previous summaries and discussions of computational
modeling of narrative are provided by Mueller (2000b), Mueller (2002), and Richards,
Finlayson, and Winston (2009). Book-length treatments of CMN are provided by Ram
and Moorman (1999) and Mani (2013). Books on narrative and narrative understand-
ing include those by Prince (1982), van Dijk and Kintsch (1983), Ryan (1991), Em-
mott (1997), Kintsch (1998), S. R. Goldman, Graesser, and van den Broek (1999),
and Rimmon-Kenan (2002). Lehnert (1994) provides a memoir of her experiences in
CMN. Riloff (1999) discusses the relation between information extraction and narrative
understanding. More detail on knowledge representation is provided by Davis (1990),

Lenat and Guha (1990), Brachman and Levesque (2004), and van Harmelen, Lifschitz,
and Porter (2008).
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This article is focused on computer science and artificial intelligence modeling of
narrative. Narrative has also been extensively studied in the field of psychology. A good
summary is given by Zwaan and Radvansky (1998). Seminal works in this arca are: H.
H. Clark (1977), Just and Carpenter (1980), Kintsch and van Dijk (1978) and Kintsch
(1988). McKoon and Ratcliff (1986, 1992) and Graesser, Singer, and Trabasso (1994)
present important controversies and experimental psychological evidence. Some narra-
tive processing systems have been based directly on psychological models of narrative;
interesting examples are those by Mross and Roberts (1992) and by Langston, Trabasso,
and Magliano (1999).

Workshop series on CMN. Two workshop series on CMN are regularly held: the
workshops on Computational Models of Narrative,' behind which Mark Finlayson is
the driving force, and the workshops on Intelligent Narrative Technologies® run by Mark
Ried! and Brian Magerko.

The regularly held SemEval evaluations, which started as Senseval in Sussex, UK, in
1998, in computational linguistics have several tasks related to narrative understanding,
including word sense disambiguation, semantic role labeling, recognizing textual entail-
ment, temporal annotation, and sentiment analysis (cf. the latest volume, Manandhar
& Yuret, 2013).

2 Representations for Narratives

People read and answer questions about a narrative by building, examining, and manipu-
lating mental representations (Graesser et al., 1994; Kintsch, 1988; Zwaan & Radvansky,
1998). We can implement these representations as data structures and build programs
that process them in a way similar to how humans do it.

1 The first workshop was the MIT Workshop on Computational Models of Narrative; it took
place in 2009 in Beverley, Massachusetts, USA, and is documented by Finlayson, Richards,
and Winston (2010); CMN 2010 (Finlayson, 2010) was the 2010 AAAl Fall Symposiun on
Computational Models of Narrative in Arlington, Virginia, USA; CMN 2012 (Finlayson,
2012) took place as a workshop of the Language Resources and Evaluation Conference 2012,
istanbul, Turkey; CMN 2013 (Finlayson, Fisseni, Lowe, & Mcister, 2013) was colocated with
the 36th Annual Meeting of the Cognitive Science Society (CogSci 2013) and took place in
Hamburg, Germany; CMN 2014 will be colocated with CogSci 2014 in Québec City, Canada.

2 INT1 (Magerko & Riedl, 2007) took place at the AAAI 2007 Fall Symposium, in Arlington,
Virginia, USA; INT2 (Louchart, Mchta, & Roberts, 2009) at the AA4A1 2009 Spring Symposium
in Stanford, California, USA; INT3 (Jhala, Riedl, & Roberts, 2010) at the Foundations of
Digital Games conference 2010 in Monterey, California, USA; INT4 (Tomai, Elson, & Rowe,
2011) at the Seventh Annual AAAI Conference on Artificial Intelligence and Interactive Digital
Entertainment (AIIDE) 2011 in Palo Alto, California, USA; INTS (Ware, Zhu, & Hodhod,
2012) at AIIDE 2012, Stanford, California, USA; INT6 (Cavazza, Si, & Zook, 2013) at AIIDE
2013, Boston, Massachusetts, USA; INT7 will be colocated with the Electronic Literature
Organization Conference 2014 in Milwaukce, Wisconsin, USA.
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Now, it may seem futile to try to pin down mental representations for narratives,
when narratives may discuss anything under the sun and may even be about a topic that
the reader knows nothing about. Also, the narrative may use words and phrases that are
unknown to the reader. By reading the narrative, the reader is able to learn about the
topic and learn the meanings of the new words and phrases.

- But certain realms repeatedly occur in narratives. If we can build computational mod-
cls of these realms, we can go a long way toward getting computers to process narraives.

We start with a realm that is often addressed in computational linguistics, namely the
realm of states and events involving people and things. We then proceed toward realms
that are progressively less in the purview of computational linguistics.

2.1 People, Things, States, and Events

* Consider this narrative fragment: Sophia was amused by the cat. She laughed. Here we
- have a person Sophia, a state, Sophia being amused by the cat, and an event, Sophia
laughing.

We represent states and events using predicate-argument structure (Kingsbury &
Palmer, 2002) or first-order logic (Ebbinghaus, Flum, & Thomas, 1994). The rep-
resentation of the above sentences is something like {AmusedBy(Sophial, Catl),
Laugh(Sophial)}. AmusedBy(Sophial, Catl) represents a state, and Laugh(Sophial)
represents an event. The word “state” here refers to the state of a person or thing in the
world. In some formalisms like state transition systems (Ghallab, Nau, & Traverso,
2004), “state” refers to the entire state of the world.

There are two contrasting schools of thought on predicates like AmusedBy and
Laugh. One school attempts to represent all concepts using a small set of semantic
primitives (Dorr, 1993; Jackendoff, 1972, 1990; Schank, 1972). The other school uses
as many predicates as necessary, perhaps as many as one predicate for every concept
(Viegas, 1999).

The arguments for a particular predicate are sometimes given names, called roles,
like agent, patient, object, source, destination, beneficiary, recipient, and instru-
ment (Baker, Fillmore, & Lowe, 1998; Fillmore, 1968; Palmer, Gildea, & Kingsbury,
2005). Thus we may represent Sophia went into the living room as Go(agent: Sophia,
destination: LivingRoom1).

A number of semantic parsers (Alshawi, 1992; Blackburn & Bos, 2005; McCord,
Murdock, & Boguraev, 2012) and semantic role labelers (Gildea & Jurafsky, 2002;
Punyakanok, Roth, & Yih, 2008) have been developed for converting text into predicate-
argument structure. Once we have the predicate-argument structure, we use it to answer
questions. Given the question Who was amused by the cat?, we use a semantic parser
to convert the question into AmusedBy(?answer, Catl). We then match this against
the representation of the narrative, which yields Sophial as the value of 2answer. We
then convert Sophial back into text, which yields Sophia, the answer to the question.
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2.2  Preconditions and Effects of Events

Consider Sophia took the mitten from the cat. From this we infer that (1) before Sophia
took the mitten from the cat, the cat had the mitten, and (2) after Sophia took the mit-
ten, Sophia had the mitten. For a computer program to make these inferences, it must
have knowledge about the preconditions and effects of events (Fikes & Nllsson 1971
Ghallab et al., 2004; Newell & Simon, 1961).

The preconditions of an event are requirements that must be satisfied for an event
to occur. The effects of an event are how the world is changed by the event. For the
event Take(?agent, 2object, ?source), the precondition is Have(?source, "ohject) For
an agent to take an object from a source, the source must have that object in the first
place. The effects of this Take event are not Have(?source, ?object) and Havc("agént
?object). After the agent takes the object from the source, the source no longer has thc
object, and the agent has the object.

Given the above sentence, the semantic parser produces Take(Sophial, Mittenl,
Catl). Using the above preconditions and effects, we infer that Have(Catl, Mittenl)
holds before the event and that not Have(Catl, Mitten1) and Have(Sophial, MittenT)
hold after the event. Mueller (2006) provides a detailed treatment of reasoning about
events using the event calculus (Miller & Shanahan, 2002). :

2.3 Time

Narratives involve states and events that unfold over time: Sophia opened the front
door, and then she went into the living room. A narrative understanding program must
represent that the first event occurred before the second event.

One simple representation for time is to use an ordered list of states and cvcnts
[Open(Sophial, FrontDoor1), Go(Sophial, LivingRoom1)]. But this docs not allow
us to specify overlapping states and events. To do this, temporal relations are usually
introduced. Allen (1983) defines the following temporal relations: BEFORE, EQUAL,
MEETS, OVERLAPS, DUR- ING, STARTS, and FINISHES. The TimeML standard
(TimeML Working Group, 2005) defines the following temporal relations: BEFORE,
AFTER, ON_OR_BEFORE, ON_OR_AFTER, LESS_THAN, MORE_THAN,
EQUAL_OR_LESS, EQUAL_OR_MORE, START, MID, END, and APPROX.

Temporal relations can be used in several ways. One way is to assert temporal relations
between events (Hobbs, Stickel, Appelt, & Martin, 1993). In this scheme we represent
the above narrative as BEFORE(Open(Sophial, FrontDoor1), Go(Sophial, Living-
Room1)) or as {E1=0Open(Sophial, FrontDoor1), E2=Go(Sophial, L. |vmg,R00ml),
BEFORE(E1, E2)}.

Another way is to represent time using the real number line. We assert that ‘events
happen and states hold over time intervals, and then we assert temporal relations be-
tween time intervals (Allen, 1984). In this scheme we represent the above narrative as
{Happens(Open(Sophial, FrontDoor1), T1), Happens(Go(Sophial, LivingRoom1),
T2), BEFORE(TI, T2)}.
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Other possibilities include considering time to be a sequence of states in a state tran-
sition system (Ghallab et al., 2004) and considering time to be a branching real number
line or a tree, which allows reasoning about alternative hypothetical sequences of events
(McCarthy & Hayes, 1969; Reiter, 2001). Complete reviews of temporal models are
provided by Gabbay and Ohlbach (1994) and Fisher, Gabbay, and Vila (2005). ter Meulen
(1995) discusses representations for time in natural language.

The challenge is to construct a representation of the time course of the states and
events given the input narrative. In a narrative, the default is for events and states to be
presented in sequence. When events and states are presented out of sequence, this is
sometimes indicated using verb tense or aspect and temporal phrases like before, after,
during, while, and the previous day. But this is not always the case. Consider the follow-
ing: Sophia got out of the pool. The water was too cold. Here the water was cold before
Sophia got out of the pool. Knowledge about people’s reactions to the temperature of
water is needed to make this inference.

24 Space

Narratives also deal with space. Consider the following: Sophia went into the kitch'en-
She took the scallions from the fridge and set them on the cutting board. A narralive
understanding program must track the locations of people and things over time (Duchan,
Bruder, & Hewitt, 1995).

Dyer (1983) presents the scenario participant map for tracking characters in §pace
and time. It consists of a graph of settings (like a hotel room) connected by transitions
(like walking through a hallway to get from one room to another). Davis (1990, 1995)
discusses a number of representations of space. Randell, Cui, and Cohn (1992) propos¢
a logic for spatial reasoning. Morrow (1994) discusses creating spatial models fror}l
text. Mueller (1998) discusses the use of two-dimensional grids for representing typ-
cal locations like a grocery store, theatre, and hotel room, and for tracking characters i
space and time. Kuipers (2000) describes the spatial semantic hierarchy, a collection of
interacting representations of large-scale space. Gerard and Sansonnet (2000) present2
spatiotemporal representation for narratives. Slobin (2003) treats motion events.

2,5 Stereotypical Situations and Scripts

Consider the following: Sophia sat down in the front row. The teacher entered. We 1ec0g:
nize that Sophia is probably a student who is attending a class. A narrative understanding
program must recognize and classify stereotypical situations. The program must also
fill in missing events based on the stereotypical situation. For example, it should infer
that, assuming everything went as planned, the teacher taught the class and, once the
class was over, Sophia left the classroom.

Schank and Abelson (1977) pointed out the importance of these situations, which
they call scripts, in narrative understanding and, by my count, identified 51 scripts that
commonly occur in narratives. A script consists of (1) a set of roles and (2) a graph of
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cvents that reference these roles. For example, a simplified version of the RESTAU-
RANT script would contain the roles customer, table, menu, waiter, food, and check,
and the following events: (1) customer enters, (2) customer sits at table, (3) customer
reads menu, (4) customer orders, (5) waiter brings food, (6) customer cats food, (7)
customer pays check, and (8) customer leaves. Schank and Abelson (1977) also discuss
two kinds of script deviations: interferences, in which a script does not proceed normally
because an action precondition is not satisfied or an action is performed incorrectly, and
distractions, in which unexpected events initiate new goals that cause the script to be
abandoned.

Gordon (1999, 2000) developed a database of 768 activities. Each actw:ty contains
the following slots: (1) Events, (2) Places, (3) People, (4) Things, and (5) Misc (entry
conditions and results). Slot values are taken from the United States Library of Congress
Thesaurus for Graphic Materials (Library of Congress, 1995). Mueller (2000a) buiit
predicate-argument structure representations of 100 scripts for the ThoughtTreasure
narrative understanding system. Mueller (2004, 2007a) built event calculus representa-
tions of 15 scripts: the restaurant script, four terrorism scripts, and 10 scripts frequent
in American literature texts. \

Script classification can be treated as a text categorization problem and solvcd us-
ing statistical natural language processing techniques (Manning & Schiitze, 1999). The
task is to assign a segment of a narrative to one of many scripts. Chambers and Jurafsky
(2008, 2009) developed an unsupervised learning algorithm for learning new scripts,
including roles.

2.6 Goals and Plans

Understanding the behavior of characters in a narrative requires recognizing the goals
of the characters and their plans for achieving these goals. Consider the following:
Sophia loved the pearl necklace. She got out her credit card. We infer that Sophia got
out her credit card because this was part of her plan for achieving her goal to own the
pearl necklace.

Schank and Abelson (1977) provide a taxonomy of human goals that commonly ap-
pear in narratives. Satisfaction goals are goals to satisfy recurring needs: S-HUNGER
(satisfy hunger), S-SEX (satisfy a need for sex), and S-SLEEP (satisfy a need for sleep).
Enjoyment goals are goals pursued for enjoyment: E-TRAVEL (enjoy travel), E-EN-
TERTAINMENT (enjoy entertainment), and E-COMPETITION (enjoy competition).
Achievement goals are goals to achieve or acquire something: A~-GOOD-JOB (achicve
a good job), A-POSSESSIONS (acquire possessions), and A-SOCIAL-RELATION-
SHIPS (acquire social relationships). Preservation goals are goals to preserve or maintain
something: P-HEALTH (preserve health), P-JOB (preserve job), P-POSSESSIONS
(preserve possessions), and P-SOCIAL-RELATIONSHIPS (preserve social relation-
ships). They also describe goals that involve imminent threats (C-HEALTH, C-FIRE,
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and C-STORM) and goals that are instrumental to other goals (I-PREP, D-KNOV,
‘D-PROX, and D-CONT).

~ Schank and Abelson also presented plans for achieving goals. For exampl,
USE(FOOD) is a plan for the SSHUNGER goal. This plan consists of the following
steps: (1) knowing (D-KNOW) the location of some food, (2) being near (D-PROX)
the food, (3) having control (D-CONT) over the food, and (4) eating the food.

~ Anarrative understanding system must track the evolution of the goals and plans of
. the characters over time, including activation of goals, activation of plans for achieving
- goals, execution of actions on behalf of plans, and success or failure of plans and goals.
Narrative understanding also requires tracking the relationships among multiple goals

v (Wilensky, 1983). Goals may be compatible or in conflict, both within a character and

- among characters. Carbonell (1980) shows how human personality traits can be modeled

. & in terms of goal priorities.

" 2.7 " Emotions and Sentiments

Understanding narratives requires understanding emotions as well as sentiments of the
way a character feels about a person or thing. Consider the following: Sophia opened
the present from Emma. It was a beautiful scarf! She was grateful. We infer that Sophia
liked the scarf and that she was grateful to Emma for giving her the scarf.

Dyer (1983) pointed out the importance of emotions in narrative understanding and
proposed a representation of emotions useful for narrative understanding. The represet-
tation consists of a STATE (positive or negative), CHAR (character experiencing the
emotion), G-SITU (goal situation leading to the emotion), TOWARD (person toward
whom the emotion is directed), SCALE (intensity level), and E-MODE (whether the
goal situation is expected or unexpected). .

This scheme enables representation of a number of emotion words that occur I
narratives. Happy, joyous, and glad are positive emotions associated with goal success
Unhappy, upset, and sad are negative emotions associated with goal failure. Grateful and
thankful are positive emotions toward a person who caused a goal success for CHAR
Annoyed, angry, and furious are negative emotions toward a person who caused a godl
failure for CHAR. Hopeful is a positive emotion associated with an active goal that
is expected to succeed. Fearful and worried are negative emotions associated with a1
active goal that is expected to fail. Surprised is a positive emotion associated with a1
unexpected goal success. Shocked is a negative emotion associated with an unexpected
goal failure. Relieved and allayed are positive emotions associated with a preservatiot
goal that succeeds. Disappointed is a negative emotion associated with an unexpected
goal failure. Proud and smug are positive emotions associated with causing a goal success
for another person. Guilty, ashamed, embarrassed, and regretful are negative emotions
associated with causing a goal failure for another person.

Ortony, Clore, and Collins (1988) present a representation of emotions that was used
in the AbMaL narrative understanding system (O’Rorke & Ortony, 1994). Heider (1958)
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discusses sentiments in detail, and describes tendencies in sentiments, such as the fact
that people tend to like people who have similar sentiments. Pang and Lec (2008) review
techniques for sentiment analysis.

2.8 Themes and Plots

So far we have discussed a number of realms that a narrative understanding program
must track in a narrative, including states, events, space, time, goals, and emotions. In
addition, there is usually some reason why the writer or speaker is telling the narrative,
or there is some overarching theme, point, or imperative that the writer or speaker is
trying to convey to the reader or listener. Consider the following: Sophia was always
bragging about herself and never paying attention to anyone around her. One day her
car broke and she needed a ride to work, but nobody would help her. A person reading
this easily extracts the moral, Be kind to others so that they will be kind to you. Dyer
(1983) developed a representation of narrative adages and morals called thematic ab-
straction units (TAUs). ATAU consists of (1) a plan, (2) the intended effect of the plan,
(3) why the plan failed, and (4) how to avoid such a failure in the future. For example,
the adage Don t close the barn door after the horse has escaped may be represented as
the following TAU, called TAU-POST-HOC:

(1) a plan P (close the barn door) to achieve preservation goal G (keep the horse in
the barn), (2) P is intended to satisfy enablement condition C (barn door closed) for G,
(3) the planner failed to execute P while G was active and C was unsatisficd, and the
planner executed P after G failed, and (4) the planner should execute P while G is still
active and C is unsatisfied, and the planner should not execute P after G fails.

Tumer (1994) developed planning advice themes (PATs), which extend TAUs with
a more detailed representation of planning advice. A PAT consists of the following: (1)
Decision Point (whether the PAT is invoked during plan sclection or goal activation), (2)
Value (whether the PAT provides positive or negative advice), (3) Decision (the plan-
ning choice), (4) Consequence (the consequence of the Decision), (5) Connection (the
causal link between the Decision and the Consequence), (6) Object (the specific object
within the Decision to which the advice applies), (7) Planner (the specific character
to which the advice applics), (8) Current Goal (the current goal of the Planner), (9)
Current Plan (the current plan of the Planner), (10) Active Goals (the active goals of
the Planner), and (11) World Facts (facts that must be true for the advice to apply).

Lehnert (1982) developed plot units for summarizing narrative plots. A plot unit
representation of a narrative is a graph containing three types of nodes: M (motivational
states like active goals), + (positive states like goal successes), and - (negative states
like goal failures). The graph contains a chronological list of states for each character.
The states are related via cross-character links and intra-character links: a (actualiza-
tion), t (termination), e (equivalence), and m (motivation). Because plot unit graphs
represent only abstract states and not the particular type of goals, plot units provide a
more abstract representation of a narrative than a goal-plan analysis. For example, the
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RETALIATION plot unit describes any narrative in which character A causes anegiic
state for character B, which causes character B to cause a negative state for characterA
Goyal, Riloff, and Daumé (2010) present techniques for automatically producing plot
unit representations from narrative text. Nackoul (2010) presents English patters for
locating instances of plot units in text.

Other representations for narrative themes include thematic organization packes

(TOPs) (Schank, 1982), story points (Wilensky, 1982), and story intention graphs (3105
(Elson, 2012).

3 Narrative Understanding Systems and Algorithms

Methods for building narrative understanding systems have been continually evolving
since the first systems were developed in the early 1970s. I discuss systems and alg-
rithms for narrative understanding in roughly chronological order.

3.1 Systems based on Rules, Demons, and Agents

An carly narrative understanding system was built by Charniak (1972) at MIT. The
system is based on condition-action pairs or IF-THEN rules cailed demons (Chamick,
Riesbeck, & McDermott, 1980; Minsky, 1961; Selfridge, 1959). Sample demons art:
(1) IF it is raining and person P is outside, THEN assert that P is wet, and (2) IF person
P shakes piggy bank B, and money M comes out of B, THEN assert that M comes out
of B because P shakes B. The system was able to handle two narrative fragments that
had been manually converted into the system’s internal representation. Chamiak (1977,
1977b) later developed a narrative understanding system called Ms. Malaprop based on
frames (Minsky, 1974). Rosenberg (1977) developed a system for understanding news
articles using frames.

Other early natural language understanding programs were developed by Winograd
(1972) and Schank, Goldman, Rieger, and Riesbeck (1973, 1975).

Starting in the mid-1970s, Roger Schank and his students at Yale developed a number
of narrative understanding systems. They are knowledge-intensive systems, making us¢
of scripts, plans, goals, and other knowledge structures (Schank & Abelson, 1977). The
knowledge is applied using various algorithms as well as demons, sometimes also called
predictions, expectations, experts, and requests. Schank and Riesbeck (1981) present
Lisp code for micro versions of several of the systems developed during this time.

Cullingford (1978) developed the Script Applier Mechanism (SAM), which use
scripts to understand news stories about five scripts: motor vehicle accidents, plas
crashes, train wrecks, oil spills, and state visits. SAM uses several types of pattems,
called script headers, to activate scripts. A locale header activates a script when 4
character moves to the setting of the script. A precondition header activates a script
when the narrative mentions an entry condition of the script. An instrumental header
activates two scripts when a character uses one of the scripts as an instrument for the
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other script. A direct header activates a script when the narrative simply states that the
script occurred. Lehnert (1978) developed a model of question answering and associated
program QUALM that was used by SAM. Delong (1979) developed a system called
FRUMP that was able to handle 50 scripts.

Wilensky (1978) developed the Plan Applier Mechanism (PAM), which uses plans
and goals for narrative understanding and also applies knowledge of goal interactions like
conflict, concord, and subsumption. PAM’s knowledge was represented as 180 requests
(or demons) such as IF person P has the goal to possess object O, THEN P probably
wants to use O for something. PAM was able to process 16 classes of short narratives.

Carbonell (1979) developed the POLITICS system, which uses goal trees and coun-
terplanning strategies to model interpretation of international events from the point of
view of different political ideologies.

Dyer (1983) developed the BORIS system, which incorporates many of the knowl-
edge structures used in previous systems, including scripts, plans, and goals, and extends
them with additional knowledge structures for memory organization packets (or MOPs,
generalizations of scripts), spatiotemporal organization, emotions, interpersonal relations,
and narrative morals. BORIS is an integrated system in which knowledge structures of all
types are coded as demons, and demons are able to use information from other demons
as a narrative is being processed. BORIS was able to perform in-depth understanding
of two narratives about divorce.

Alvarado (1990) built OpEd, an editorial understanding system. Reeves (1991) built
THUNDER, which handles narratives involving irony. August (1991) developed ARIEL,
a system for understanding analogies in arguments.

Norvig (1987) built FAUSTUS, which uses marker passing to unify multiple inference
methods. Palmer, Passonneau, Weir, and Finin (1993) built KERNEL, which addresses
integration of multiple knowledge sources during text understanding. Mahesh (1995) built
COMPERE, which addresses syntax-semantics interaction in sentence understanding,

Minsky (1986) proposed that narrative understanding is carricd out by multiple
agents operating in different realms. For example, Mary gave John the kite is understood
simultaneously by agents concerned with physical, possessional, and psychological
realms. Mueller (1998) built ThoughtTreasure, which uses agents to build models of a
narrative. McCarthy et al. (2002) discuss integration of multiple methods for narrative
understanding.

3.2 Case-Based Systems

As an approach to scaling up narrative understanding systems and allowing them to
learn, students of Schank developed a number of memory-based narrative understand-
ing systems (Schank, 1982). Kolodner (1984) developed CYRUS, a memory system for
FRUMP, and Lebowitz (1980) developed the IPP system. These systems make general-
izations based on narratives previously processed and use these generalizations to help
understand new narratives. This idea evolved into case-based reasoning (Kolodner, 1993;
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Leake, 1996; Riesbeck & Schank, 1989). Based on previous work on ROBIN (Lang
& Dyer, 1989), Lange and Wharton (1992) built REMIND, which generates interpret
tions of an input text passage by retrieving similar passages and episodes from memoy.

3.3 Explanation-Based Systems

'Sg:h'ank (1986) proposed to make computers more creative by having them ask ques-

‘tions about unexpected or odd situations to produce explanations. Several systems we

implemented based on this idea (Schank, Kass, & Riesbeck, 1994).

) Ram (1989) built AQUA, a narrative understanding system that identifies gapsinits
-understanding, uses these gaps to gencrate questions, answers these questions to produce
« explanations, and stores these explanations in memory to be used in processing future
“narratives. AQUA handles several variations of ten types of news stories about terrorism.

Schank’s students also developed the explanation-based SWALE system (Schank
U etal., 1994). Owens (1990) built Retriever and Anon, which address indexing and e
trieval of abstract planning knowledge. Leake (1992) built Accepter, which addressts
the evaluation of explanations. Kass (1990) built Tweaker and ABE, which address the

adaptation of old explanations to new situations. Moorman (1997) built ISAAC, amodel
of creative reading.

3.4 Systems based on Neural Computation

After the PDP Research Group published an influential two-volume set on connection-
ism and artificial neural networks (ANNs) (McClelland, Rumelhart, & PDP Research
Group, 1986; Rumelhart, McClelland, & PDP Research Group, 1986), CMN researchers
began to investigate how to build ANN-based narrative understanding systems. ANNs
are networks of nodes and links inspired by brain physiology. ANN representations may
be local or distributed. In a local representation, single nodes represent single concepts.
In a distributed representation, a concept is spread across multiple nodes.

Dolan (1989) built CRAM, which takes fable-like narratives as input and produces
thematic summaries as output. CRAM combines traditional components for natural
language analysis and generation with distributed ANN components for memory storage
and retrieval. CRAM handles four narratives: Secretary Search, Professor and Proposal,
The Fox and the Crow, and The Bear and the Raccoon.

Miikkulainen (1993) built DISCERN, which reads and answers questions about
script-based narratives. DISCERN is built entirely using distributed ANN components.
DISCERN handles three scripts (restaurant, shopping, and travel), three script variations
or tracks per script, and five roles per script. DISCERN’s episodic memory is first trained
on a set of artificially generated narratives. The trained episodic memory is then used to
fill in missing information and answer questions about new narratives.

St. John (1992) developed the connectionist Story Gestalt model, which uses constraint
satisfaction to generate bridging and predictive inferences in narrative understanding.
Input layers of the model use local representations, and internal layers use distributed
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representations. The model is trained on automatically generated texts involving six
scripts (beach, airport, restaurant, bar, race, and frisbee). Golden and Rumelhart (1993)
developed a local network model of narrative understanding in which a narrative is rep-
resented as a trajectory through a situation state space. A situation is specified by a set of
propositions each of which has the value present or absent. Frank, Koppen, Noordman,
and Vonk (2003) extended this model with distributed representations of propositions.

Based on previous work on metaphor (Lakoft & Johnson, 1980) and neural schemas
(Arbib, Conklin, & Hill, 1987), Narayanan (1997) built KARMA, which uses a repre-
sentation called x-schemas, similar to Petri nets (Reisig, 1985), to represent and reason
about motion words like walk, push, slide, and stumble in narratives about international
economics. KARMA and the neural theory of language on which it is based are also
discussed by Feldman (2006) and Lakoff and Narayanan (2010).

3.5 Systems Based on Plan Recognition

Kautz (1991) formalizes plan recognition and presents algorithms for generating explana-
tion graphs given observations of events and a plan library that specifies how events are
decomposed into other events. Consider a plan library with the following information:
(1) making spaghetti marinara consists of making spaghetti and making marinara sauce,
and (2) making eggplant marinara consists of making eggplant and making marinara
sauce. Given this plan library and the observation Ava made marinara sauce, Kautz’s
plan recognition algorithms produce a graph in which making spaghetti marinara and
making eggplant marinara are two possible explanations of Ava’s action. A more detailed
plan library would contain multiple levels of event decomposition, specifying, for ex-
ample, that preparing a meal consists of making spaghetti marinara, eggplant marinara,
or other dishes.

Charniak (1983, 1986) built the Wimp system, which uses marker passing for plan
recognition. Probabilistic accounts of marker passing have been developed by R. P.
Goldman (1990), Carroll and Charniak (1991), and Wu (1992).

3.6  Systems Based on Logic

McCarthy (1959, 1990) proposed to use logic to give computers common sense and
to use logic for narrative understanding. Schubert and Hwang (1989, 2000) developed
EPILOG, an implementation of episodic logic useful for inferencing in narrative un-
derstanding. Dahlgren, McDowell, and Stabler (1989) developed KT, a logic-based
inference system for text understanding. Hobbs et al. (1993) developed TACITUS, a
system that implements all levels of natural language processing, from the lexicon to
script processing, using logic and a general explanation (abduction) engine. Mulkar-
Mehta (2000) developed Mini-TACITUS, a Java implementation of TACITUS. Shapiro
and Rapaport (1995) applied SNePS, a knowledge representation system based on logic
and frames, to narrative understanding. Zarri (1996) developed NKRL, a language for
representing the content of narratives. Nossum (2003) developed a logical approach to
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“context in narratives. Léwe, Pacuit, and Saraf (2009) formalized the preferences ml
beliefs of characters in episodes of a television crime series.

‘ Psychologists have long argued that narrative understanding involves creatingmertl

~models of the states and events depicted in the narrative (Bower, 1989; Johnson-Lait,

- 1983). Mueller (2003) demonstrated how off-the-shelf model finding programs cante

}used to build narrative models given (1) a declarative representation of the namiie

' “and (2) a declarative representation of the knowledge necessary to understand the e

¢ - rative. Mueller (2004, 2007a, 2007b) used the model finding approach to build sysers

to understand narratives involving scripts, plans, and goals. Michael (2010, 2012, 201

- . proposed model theoretic definitions of narratives and narrative understanding.

4 Narrative Generation Systems

-« Compared to narrative understanding, there has been less work on narrative generatiol
~ An early narrative gencration system was developed by Klein et al. (1973). It ussss
simulation language to describe the behavior of characters in different situations. The
system generates murder mystery narratives.

Meehan (1976) developed the TALE-SPIN system, which generates English nan
tives by simulating the goal-based behavior of characters. The narratives result from®
input parameters, which include: (1) characters (like bear, bee, fox, crow, and canary)
(2) the problem of the main character (like hungry, thirsty, and tired), (3) objects (lke
berries, flower, and water), (4) the personality traits of the characters (like honest)
kindness, and deceitfulness), (5) the relationships of the characters (like affection, tns
and domination), (6) the beliefs about the traits of other characters, and (7) the initial
knowledge states of the characters. Schank and Riesbeck (1981) present Lisp code o
a micro version of TALE-SPIN, which was later translated into Common Lisp by Sack
(1992). P. Clark (1999) wrote a Prolog version of TALE-SPIN. Cox (1996) evaluated
his learning system on narratives automatically generated by TALE-SPIN.

Dehn (1981, 1989) developed the Author narrative generation system, which models
the author’s process. It incorporates author goals as well as an episodic memory of inc
dents, characters, and previous narratives to provide material for creating new narratives
and distractions to influence the creative process.

Lebowitz (1984, 1985) created UNIVERSE, which generates soap opera plots bastt
on representations of the goals, personality traits, interpersonal relationships, and his
tories of characters. UNIVERSE contains a library of plans, called plot fragments, for
achieving goals. A plot outline is generated by repeatedly selecting a plot fragment for
an active goal and executing the plan, which may cause new goals to be activated.

Turner (1994) developed MINSTREL, which is able to generate ten narratives about
King Arthur and the Knights of the Round Table. MINSTREL incorporates author gods
including thematic goals, dramatic writing goals, consistency goals, and presentation
goals. Themes are represented by planning advice themes (PATs). MINSTREL uses four
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techniques to achieve its dramatic writing goals: suspense, tragedy, characterization,
and foreshadowing.

Bringsjord and Ferrucci (2000) developed BRUTUS, an architecture for narrative
generation that incorporates domain knowledge, literary knowledge, goals, plans, actions,
production rules, and logic. BRUTUS generates narratives about betrayal.

Callaway (2000) developed StoryBook and the Author architecture for generating
high-quality narrative prose given a specification from a narrative planner,

Pérez y Pérez and Sharples (2001) developed MEXICA, which gencrates narratives
about the early inhabitants of the Valley of Mexico. Based on sets of narrative actions
and previous narratives defined by the user, MEXICA engages in a cycle of engagement
and reflection to generate new narratives.

Riedl and Young (2010) developed Fabulist, a narrative generation system that (1)
generates a sequence of character actions, (2) generates a discourse plan for expressing
the narrative, and (3) realizes the plan.

In 1928, Propp published Morphology of the Folktale (Propp, 1968), which presented
a framework for characterizing and generating narratives, similar to story grammars
(Prince, 1973; Rumelhart, 1975). Fisseni, Kurji, and Lowe (2014) investigated the inter-
annotator agreement of annotators using Propp’s framework, and Gervas (2013) builta
system to generate Russian folk tales using the framework.

Other narrative generation programs include ROALD (Yazdani, 1983), Racter (1984),
ALIBI (Kuflik, Nissan, & Punt, 1991), TAILOR (T. C. Smith & Witten, 1991), Dramatica
(Phillips & Huntley, 1993), Joseph (Lang, 1997), MAKEBELIEVE (Liu & Singh, 2002),
the case-based reasoning system of Gervas, Diaz-Agudo, Peinado, and Hervas (2005),
and STORY (Fayzullin, Subrahmanian, Albanese, Cesarano, & Picaricllo, 2007).

An interactive narrative allows the viewer or reader to participate in a narrative as it
unfolds (Laurel, 1986). Mucller (1990) developed DAYDREAMER, a computer model
of daydreaming that produccs narrations of its daydreams in response to interactions with
the user. Bates, Loyall, and Reilly (1994) developed the Oz architecture for interactive
narrative with goal-based, emotional characters (Loyall, 1997; Reilly, 1996; S. Smith
& Bates, 1989; Weyhrauch, 1997). Brooks (1999) developed Agent Stories to support
the development of interactive narratives. Mateas and Stern (2003) developed Fagade,
an interactive narrative in which the user has been invited over to a friend’s house for
cocktails. Szilas and Rety (2004) developed IDtension, an interactive drama system that
incorporates modeling of the audience. Montfort (2003) discusses text-based computer
games that interact with a user exclusively through text.

S  Assessment and Proposal for Future Work

On the one hand, using knowledge-intensive techniques, systems have been built that
understand a handful of similar narratives in depth. On the other hand, using corpus-
based techniques, systems have been built that understand many narratives at a shallow
level. No system yet exists, however, that both (1) understands a large number of arbi-
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trary, previously unseen narratives and (2) understands these narratives in depth. This
is because there has been no major project with the goal of driving up the performance
of such a system. There is no time like the present. Let’s start this project. We need 0
to 30 people, and we need to address the following problems:

o
s

Efficiency of reasoning

Automated reasoning algorithms encounter combinatorial explosion when ap-
plied to narratives and knowledge bases. To address this problem, we need o
develop and evaluate novel reasoning architectures that use multiple reasoning
and representation methods, theory partitioning (Amir & Mcllraith, 2005), paralld
theorem proving, partial instantiation (Kagan, Nerode, & Subrahmanian, 19%4),
path planning and other domain-specific algorithms, and landmark time instead
of integer and real time.

Effective model finding

Model finders produce too many models of a narrative, which renders them less
useful to applications. The understanding of a narrative should consist ofa smiﬂl
number of models. We need to develop and evaluate new model finding arCl}l'
tectures that exploit event minimization, nonmonotonic reasoning about iniFlﬁ1
conditions, nonmonotonic reasoning about scripts, nonmonotonic reasoglng
about spatial layouts, and probabilistic reasoning. We need to develop efficient
algorithms for model finding in the context of model preferences.
Representation of knowledge for narrative

Narratives touch on a number of realms for which well-developed representz-
tions do not yet exist. We need to develop innovative representations of aress
like counterplanming, goal prioritization, metacognition, planning strategies, and
reflection.

Acquisition of knowledge for narrative

Acquisition of knowledge for understanding narratives is time-consuming. T‘O
speed up acquisition, we need to develop a collaborative, workflow-based acqu-
sition system along the lines of Open Mind Common Sense (Singh et al., 2002),
in which the most important knowledge is acquired with the highest priority. We
also need to work on automated acquisition and learning techniques.

Acquisition of annotated training data

For developing, training, and testing the narrative understanding system, we need
to create large quantities of annotated narrative data. NarrativeML (Mani, 2013),2
markup language for narrative, can be used for annotation. We need gold standard
annotated narrative corpora as well as gold standard answers for tasks.

I propose the following task:

CMN Task Definition. Given a narrative text T, list of characters C, and list of objects
O, answer a list of questions about C and O after every sentence of T.
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I previously proposed the following list of evaluation questions for narrative under-
standing systems (Mueller, 2000b):

CMN Question Set. Why did P perform an action or cause a state? How did P react
to an action or state? What did P expect to happen when performing an action or causing
a state? What was P’s goal? Did P’s goal succeed or fail?

How did P feel? Why did P feel a state? How did P’s emotions/feelings affect P’s
actions? Who/what did P like/dislike? Why did P like/dislike someone/something? How
did P liking/disliking someone/something affect P’s actions?

Where was someone/something? Where did someone/something go? Where did
someone/something come from? How did someone/something move? Who/what was
near/in/on/... someone/something? Where was someone/something in relation to some-
one/something else?

Who had something before an action? Who had something after an action? Who
transferred something to someone?

Were the goals of PI and P2 in concord or conflict? What were those goals? What
was the outcome?

What time of day was it? How long did something take? Why did an action or state
occur?

Who/what performed an action or caused a state?

What is the theme of the story?
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