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Introduction
• Large Language Models (LLMs) have been trained on vast quantities of textual 
data, including narratives. 

• However, they aren’t designed to maintain coherence on long sequences of 
actions, so their performance is unreliable. 

• This paper evaluates whether LLMs can provide accurate estimates of story size 
and content, paving the way to eventually use LLMs as a heuristic guide in state-
space searches. 



Background
• Sabre is a state space narrative planner incorporating intentionality and belief. A 
solution achieves the author’s goal and only includes explained actions.

• To navigate the large search space of narrative planning problems, it is crucial 
for planners like Sabre to have a fast and accurate heuristic.

• The intuition behind this paper is that LLMs will be able to reason about 
character intentions and beliefs, so it will suggest more easily explainable 
actions than classical heuristics:
• ℎ+: HSP heuristic, where cost of a conjunction is the sum of conjuncts.

• ℎ𝑚𝑎𝑥: HSP heuristic, where cost of a conjunction is the max of conjuncts.

• ℎ𝑟𝑝: Fast Forward heuristic, builds a plan graph and solves the relaxed problem. This 
heuristic returns a plan (or a narrative), just like the LLM.



Data Collection Phase
• To evaluate a heuristic, you need to know the actual distance from a given state 
to the goal state.

• To do this, the authors ran breadth first search on a collection of narrative 
planning problems, yielding the shortest solutions. 

• Each problem was solved to the maximum depth that could be reached in three 
days, running on a computer with an Intel Xeon 4.1 GHz processor and 512 GB 
RAM.



Example Diagram
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• Send              to OpenAI’s GPT-4o mini, 
prompting it to finish the narrative.
• Compare the number of actions returned
by the LLM to the actual distance (2).
• Compare the actions included by the LLM
to the ones in the actual plan. 
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Prompt Variations
• Prompt with Natural Language: Translate from Sabre syntax.
• location(Gargax) = Cave becomes Gargax is at the Cave.

• believes(Talia, alive(Gargax)) = True becomes Talia believes Gargax is alive.

• Prompt with Syntax: Create prompt directly with the Sabre syntax.
• Requires less special-purpose coding.

• Both approaches were also used with a suggested maximum length of the plan, 
by appending this to the prompt:
• “While keeping the plan complete, a smaller plan is preferred. Suggested 

maximum length of the plan: {SUGGESTED_PLAN_LENGTH}.”

• SUGGESTED_PLAN_LENGTH = (MAX_PLAN_LENGTH) - (NUM_ACTIONS_DONE)



Evaluation
• They use the OpenAI LLM GPT-4o mini, sampling 1,000 states for each problem 
(only sampling states that were not a goal state). 

• To parse the results, they relied on the text-embedding-ada-002 model. As a 
preprocessing step, they embed every ground action in the problem. They 
created an embedding of each action returned from the model, and assume it 
represents the action it has a minimum cosine distance to. 

• They weighted each heuristic by a constant ϵ, which ranges from 0.1 to 2.0 to 
find the ideal version of it. 

• The authors evaluated the accuracy of each heuristic and the quality of the 
relaxed plans returned by the LLM and ℎ𝑟𝑝.



Heuristic Accuracy
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Heuristic Predictions of Plan Content 2



Limitations and Conclusions
• The time to query the OpenAI API is a significant bottleneck, preventing using 
LLM-based heuristics for searching. 

• Prompt engineering heavily affects results, but it is not an exact science. 
Crafting prompts requires significant expertise and effort and is hard to 
reproduce. 

•There is no universal LLM prompt or epsilon value that is best, showing the need 
to adapt heuristics to each problem.

• The technology is not there yet to consider LLMs the best option for narrative 
planning heuristics, but they show promise. This paper sets a benchmark for 
LLM performance, which can be used to evaluate future models. 
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