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Abstract—Conditional preference networks (CP-nets) offer a potentially compact representation of qualitative preferences. Much of the research on CP-nets limits attention to strict preferences over binary variables. We extend the work of previous researchers to allow modeling preferences over multi-valued variables over some of which the preference holder may be indifferent. We show how to leverage the power of SAT solvers to learn and reason with such CP-nets. We also consider the possibility of exponentially long flipping sequences, showing why in practice this is unlikely to be problematic.

I. INTRODUCTION

Preferences have been studied in philosophy, economics, psychology and computer science and have a wide range of applications, including e-commerce, recommender systems and control. As a motivating example, consider a home automation system designed to provide support to persons of advanced age who wish to continue living independently. The system enforces a set of (hard) constraints, such as that indoor temperature must be within a range commensurate with human health and that rooms must be sufficiently well-lit when the subject is moving through the house. Aside from these, however, the system allows the subject maximal determination over her environment. That is, subject to constraints, control of the home is governed by the subject’s preferences. We expect that such preferences will sometimes be conditional; for example, the subject may prefer to converse by video with a friend on a particular night of the week, but play a favorite video game on some other night.

Certain problems are inherent in such an application. First, the system needs some way to obtain a model of the subject’s preferences, either through active elicitation or passively observing her actions over time. Once this model is available, the system, when presented with some pair of alternatives that the subject may not have considered previously, should be able to determine which if either the subject would prefer more. A closely related third problem involves determining from the model which of all possible outcomes the subject would prefer most. These problems involving preferences are known as the learning, reasoning, and optimization problems, respectively.

A variety of methods have been proposed for modeling preferences, including generalized additive independence (GAI) value functions [1], [2] and soft constraints [3], [4]. A third, qualitative method, the one we consider here, is that of conditional preference networks (CP-nets) [5]. We define CP-nets formally in Section II, but at this point it is helpful to introduce them with an example. Suppose an automated home has windows with blinds that the system can open and close automatically, as well as sensors that report weather conditions in realtime. Suppose also that the subject prefers the blinds be open during the day and closed at night, with the exception that she prefers the blinds always be open when it is snowing and always closed when it is raining. The subject’s preferences as described can be modeled with the CP-net in Figure 1. In terms of this simple model, three features contribute to the subject’s happiness—weather, time of day, and the state of the blinds—with 12 possible outcomes in all (fair day with blinds closed, rainy night with blinds closed, etc.). Such features are modeled as variables with finite domains. For example, the variable WEATHER has a multivalued domain consisting of fair, rain and snow, while the other two variables are binary. Each variable is represented in the CP-net as a node. The edges from WEATHER and TIME to BLINDS indicate that the preference over BLINDS depends on these other two features. Each node is annotated with a conditional preference table (CPT). The CPT specifies the local preferences over a variable given the values of all parent variables. Note that the subject’s preference over WEATHER is unconditional since it does not depend on any other factor. Moreover, the CPT for TIME is empty, since we have no information on the subject’s preferences for day versus night.
In this paper we model lack of information as incomparability. Care should be taken to distinguish incomparability from indifference. While we are told that the subject is equally satisfied with fair and snowy weather, we should not assume, in the absence of additional information, that she is also equally happy with day and night. She may well prefer one to the other. Moreover, indifference here is transitive, while incomparability is not. Finally, it is worth noting that the preferences here are modeled deterministically rather than as probability distributions.

Each method of modeling preferences—GAI functions, soft constraints, CP-nets, and so on—has its strengths, weaknesses and unique characteristics. The choice of a preference modeling language for an application such as the one described above may be compared to an engineer’s choice of a programming language or software application; various factors such as the specifics of the project and the practitioner’s familiarity with the available tools may influence this decision. CP-nets have much appeal. At present, however, much of the discussion of CP-nets assumes strict preferences over binary domains. In our view, this poses a barrier to their adoption.

The remainder of the paper is organized as follows. In Section II we formalize our notions of preferences and CP-nets. In Section III we argue that strict preferences over binary domains are inadequate in many settings and that a richer class of CP-nets, such as we advocate here, is needed. In Section IV we demonstrate how to learn such CP-nets from observations with the help of a SAT solver. In Section V we show how a SAT solver can also be used to reason with such CP-nets using SATPlan. In Section VI we consider the possibility that flipping sequences may be exponentially long, but why in practice this is unlikely to present a problem.

II. PREFERENCES AND CP-NETS

Preferences involve a set of outcomes \( \mathcal{O} \) and a subject \( S \), assumed here to be an individual. We assume \( \mathcal{O} \) is finite and can be factored into variables \( \mathbf{V} = \{X_1, X_2, \ldots, X_n\} \) with associated domains: \( \text{Dom}(X_i) = \{x_{i1}, x_{i2}, \ldots, x_{id_i}\} \), where \( d_i = |X_i| > 0 \). For simplicity we sometimes denote such variables in uppercase, with their respective values in lowercase (e.g., \( A = \{a_1, a_2\}, B = \{b_1, b_2, b_3\} \), or for specific examples use descriptive labels, with variables in SMALLCAPS and values in italics: e.g., FRUIT = \{apple, banana, tomato\}. The values that a variable \( X_i \) can take may be constrained to a subset of its domain. When a variable is constrained to just one value, we say the value has been assigned to the variable and write \( X_i = x_{ij} \). We may also constrain and assign multiple variables \( \mathbf{X} \subseteq \mathbf{V} \) in this manner. One can observe that an assignment to all variables \( \mathbf{X} = \mathbf{V} \) (a full instantiation) designates a single outcome \( o \in \mathcal{O} \). We denote by \( \text{Asst}(\mathbf{X}) = \text{Dom}(X_1) \times \text{Dom}(X_2) \times \cdots \times \text{Dom}(X_k) \) the set of possible assignments to \( \mathbf{X} \subseteq \mathbf{V} \). Conversely, we define \( o[i] \) as the projection of a set \( o \) of outcomes onto variable \( X_i \). We also define \( o[\mathbf{X}] \) as the projection of \( o \) onto a set of variables \( \mathbf{X} \) and \( o[-i] \) as the projection of \( o \) onto \( \mathbf{V} \setminus X_i \).

Definition 1. A (weak) preference relation \( \succeq_S \) is a partial order (a reflexive, antisymmetric, transitive relation) on a set of outcomes or their projection by a subject \( S \).

Where there is no possibility of confusion, we drop the subscript and use \( \succeq \) as an infix operator. Informally, where \( o_1, o_2 \in \mathcal{O} \), \( o_1 \succeq o_2 \) means that the subject considers the first outcome at least as good as the second. If it is also true that \( o_2 \succeq o_1 \), we say the subject is indifferent—equally satisfied with either outcome—and write \( o_1 \sim o_2 \). If \( o_2 \nprec o_1 \), we say the subject strictly prefers the first outcome to the second, written \( o_1 \succ o_2 \). If \( o_1 \nprec o_2 \) and \( o_2 \nprec o_1 \), the outcomes are incomparable, written \( o_1 \npreceq o_2 \). We use \( \succeq \) and \( \sim \) analogously. Table I shows how the \( \succeq \) operator can be used to classify the relationship of a pair of outcomes in one of four ways.

<table>
<thead>
<tr>
<th>( o_1 )</th>
<th>( o_2 )</th>
<th>Interpretation</th>
<th>Notation</th>
</tr>
</thead>
<tbody>
<tr>
<td>F</td>
<td>F</td>
<td>incomparability</td>
<td>( o_1 \npreceq o_2 )</td>
</tr>
<tr>
<td>F</td>
<td>T</td>
<td>strict preference</td>
<td>( o_2 \succ o_1 )</td>
</tr>
<tr>
<td>T</td>
<td>F</td>
<td>strict preference</td>
<td>( o_1 \succ o_2 )</td>
</tr>
<tr>
<td>T</td>
<td>T</td>
<td>indifference</td>
<td>( o_1 \sim o_2 )</td>
</tr>
</tbody>
</table>

Definition 2. A ranking (chain) \( r = \langle r_1, r_2, \ldots, r_\ell \rangle \) of outcomes or their projection is monotonically worsening if \( j < k \) implies \( r_j \succeq r_k \), monotonically improving if \( j < k \) strictly worsens if \( r_j \nprec r_k \), and strictly improving if \( r_j < r_k \). We call any such ranking a flipping sequence if \( r_j \) and \( r_{j+1} \) differ in the value of just one variable \( X_i \in \mathbf{V} \) for all \( j < \ell \).

Example 1. Let \( \mathbf{V} = \{A, B, C, D\} \). If \( A = \{a_1, a_2\} \) and \( B = \{b_1, b_2, b_3\} \), then \( a_1 b_2 \succ a_2 b_2 \sim a_2 b_1 \succ a_1 b_1 \) is a monotonically worsening flipping sequence from \( a_1 b_2 \) to \( a_1 b_1 \) on \( \{A, B\} \). Such a sequence is a proof that \( a_1 b_2 \npreceq a_1 b_1 \).

Recall that a subject’s preferences over some variable may depend on the value of another variable or set of variables. If such preferences consistently hold under the ceteris paribus assumption, they can be expressed formally as conditional preference rules and tables.

Definition 3. A conditional preference rule (CPR) on a variable \( X_i \in \mathbf{V} \) is an expression of the form \( u : x_{ij} \succeq x_{ik} \), or \( u : x_{ij} \nprec x_{ik} \), where \( u \) is an assignment to \( U \) (the parents of \( X_i \)), where \( U \subseteq \mathbf{V} \setminus X_i \) and \( x_{ij}, x_{ik} \in \text{Dom}(X_i) \). Note that \( U = \emptyset \) when the preferences over \( X_i \) are unconditional.

Definition 4. A conditional preference table \( \text{CPT}(X_i) \) of a variable \( X_i \in \mathbf{V} \) is the set of all CPRs defined on \( X_i \). We say that \( \text{CPT} \) is complete if, after applying transitive closure, no pair of values from the domain of \( X_i \) is incomparable for any assignment to parent nodes; otherwise it is incomplete.

Example 2. Let \( \mathbf{V} = \{A, B\} \), \( A = \{a_1, a_2, a_3, a_4\} \) and \( B = \{b_1, b_2, b_3\} \), such that the preference over \( B \) depends on the value of \( A \). Specifically, whenever \( A = a_2 \), the subject strictly prefers \( b_1 \) to \( b_2 \) and \( b_3 \), but is indifferent given a choice...
between \( b_2 \) and \( b_3 \); i.e., \( b_1 \succ b_2 \sim b_3 \). This set of preferences can be expressed as an incomplete CPT with six CPRs:

\[
\begin{align*}
& a_2 : b_1 \succ b_2 \\
& a_2 : b_1 \succ b_3 \\
& a_2 : b_2 \succ b_3 \\
& a_2 : b_1 \nless b_1 \\
& a_2 : b_2 \nless b_3 \\
& a_2 : b_3 \nless b_2,
\end{align*}
\]

which we may write equivalently (as in Figure 1) as:

\[
\begin{align*}
& a_2 : b_1 \succ b_2 \\
& a_2 : b_1 \succ b_3 \\
& a_2 : b_2 \sim b_3.
\end{align*}
\]

or even, where the ranking is complete, \( a_2 : b_1 \succ b_2 \sim b_3 \).

Recall that we model a lack of information as incomparability. If a CPT contains no rule \( u : x_j \nless x_k \), then we assume \( u : x_j \nless x_k \). This has important implications for incomplete CPTs. In particular, if a CPT is empty, as in Figure 1, then we assume that \( x_j \nless x_k \) holds unconditionally for all \( j, k \leq d_i \), \( j \neq k \). Moreover, if no flipping sequence can be found from \( o_1 \) to \( o_2 \) or vice versa, we say that \( o_1 \nless o_2 \).

**Definition 5.** A CP-net \( N \) is a directed graph. Each node represents a variable \( X_i \in V \) and is annotated with a CPT describing the subject’s preferences over the domain of \( X_i \) given its dependencies. An edge \((X_h, X_i)\) indicates that the preferences over \( X_i \) may depend directly on the value of \( X_h \).

We define the size of a CPT as the number of CPRs it contains and as the size of a CP-net as the sum of the sizes of its CPTs. The set of all variables \( U \subseteq V \setminus X_i \) on which the preference over \( X_i \) may depend are called the parents of \( X_i \), denoted \( Pa(X_i) \). While in general CP-nets may contain cycles, here we assume \( N \) is acyclic.

A CP-net \( N \) induces a second type of graph known as the preference graph \( P \). The latter consists of a vertex (node) for each outcome \( o_j \in O \) with directed edges between a pair of nodes only if they differ in the value of just one variable \( X_i \in V \). A directed edge from the vertex of \( o_k \) to that of \( o_j \), where \( o_j[-i] = o_k[-i] \) and \( o_j[i] \neq o_k[i] \), indicates that \( o_j \succ o_k \). One may observe that the preference graph is a subgraph of the \( n \)-dimensional polytope consisting of all possible outcomes. (When restricting to binary domains, the resulting polytope is a hypercube.) For this reason, we sometimes refer informally to the induced preference graph as the polytope of \( N \). Moreover, a monotonically worsening flipping sequence from \( o_j \) to \( o_k \) corresponds to the existence of a path along directed edges from the vertex of \( o_k \) to that of \( o_j \) in the preference graph. It can be seen that the number of vertices in the preference graph is exponential in the number of nodes \( n \) in the corresponding CP-net. For this reason, CP-nets are a type of compact preference representation.

**III. THE VALUE OF INDIFFERENCE**

Most discussions of CP-nets assume strict preferences over binary domains. However, such assumptions are often too restrictive for even simple problems. Consider for example a child’s preferences over a set of blocks in a nursery. Each block is of a particular color and labeled with a single letter and numeral. The child prefers the green blocks to those of other colors, but if a block is green, she is indifferent as to the letter or numeral. Such preferences cannot be modeled with a CP-net, however, if we require strict rankings for the conditional preference rules. A learning algorithm that did not take into account the possibility of indifference would thus either output an unnecessarily complex model or infer erroneously that the child’s preferences were inconsistent. In our automated home example a similar situation could emerge if the subject preferred only that the television be on so as to provide background noise, but was indifferent as to the channel or specific programming. Our model should not force us to misinterpret such indifference as irrationality.

The tacit assumption that human preferences are strict and complete is also too strong from a psychological standpoint. Popova et al. [6] offer perspective as quantitative psychologists on the tendency in the artificial intelligence community to assume strict, complete rankings even when these do not exist in data. The authors argue that this tendency can introduce biases, particularly when large, complex datasets are massaged so as to extract strict, complete rankings: “treating preferences as strict linear orders or strict weak orders may require researchers to impute vast amounts of information not provided by the voters or raters.” An example of this in the quantitative preference literature (not mentioned in [6]) is the choice to eliminate “unfamiliar or low frequency items” from the familiar sushi dataset of Kamishima in order to produce complete rankings [7], a precedent followed by subsequent researchers. By explicitly allowing for indifference and modeling incomplete information as incomparability, we can be more faithful to such datasets.

Third, the combinatorial space of the reasoning and learning problems can potentially be reduced if the model permits indifference and incomparability. Consider a customer perusing a wine menu with dozens of alternatives. The customer enjoys wine, but does not consider himself a connoisseur. His preference over wines depends on the entrée. He hopes to order the grilled salmon and has heard that a Pinot grigio would be a good accompaniment; his “second” choice would be any of the many white wines on the menu. But as to which Pinot grigio or white wine, he is unable to state a preference. If indifference and incomparability are allowed, the customer’s preferences are considerably simplified. In essence we have

salmon : Pinot grigio \succ other white \succ everything else

with all Pinot grigio wines and other white wines collapsed into equivalence classes. Similarly, “everything else” can be omitted from the CPT where salmon is the entrée, hence collapsing those alternatives into an antichain. On the other hand, the magnitude of the learning and reasoning problems (not to mention the customer’s frustration) are significantly increased if we require him also to compare each of a dozen Merlots with each Cabernet, given salmon as the entrée.

More abstractly, consider a variable for which the CPT is empty (all values are incomparable) or over which the

salmon : Pinot grigio \succ other white \succ everything else

with all Pinot grigio wines and other white wines collapsed into equivalence classes. Similarly, “everything else” can be omitted from the CPT where salmon is the entrée, hence collapsing those alternatives into an antichain. On the other hand, the magnitude of the learning and reasoning problems (not to mention the customer’s frustration) are significantly increased if we require him also to compare each of a dozen Merlots with each Cabernet, given salmon as the entrée.

More abstractly, consider a variable for which the CPT is empty (all values are incomparable) or over which the
subject is completely indifferent. In either case, if the domain represents a set of available alternatives, it can be seen that the values could be merged to create a domain of size one, effectively eliminating the variable from the model altogether. Since the complexity of the learning and reasoning problems depends on the number of variables and the size of the domains, eliminating a variable shrinks the resulting search space, possibly leading to more efficient solutions. In short, far from adding unnecessary complexity, allowing for indifference, incomparability and incompleteness over multivalue domains could yield simpler models.

IV. LEARNING WITH INDIFFERENCE

CP-net models can be explicitly constructed, actively elicited or learned passively from observational data. Each approach has its strengths and weaknesses. The first requires significant expert knowledge: while the graphical structure of CP-nets is intuitive, developing a custom network for some complex domain—correctly modeling the variables, identifying dependencies, deciding which preferences must be fully modeled and which are unlikely to prove useful—may not always be practical. The second method may require a lengthy intake process before the application can be used, but provides a model at the outset, whereas the third method may require days or weeks of observations to infer what the subject wants. Here we take the third approach, extending the work of Dimitopoulos et al. [8] to learn CP-nets from outcome comparison data. The original algorithm assumes strict preferences over binary domains. We show how it can be extended to learn CP-nets with weak local preferences over multivalue domains.

Here we are only able to provide an overview of the algorithm in [8]; the reader is referred to the original paper for details. That algorithm takes as its input a set of binary variables and a set of pairwise comparisons between outcomes. It outputs an acyclic CP-net consistent with the input or reports failure. The algorithm initializes an empty CP-net and attempts to extend it one node at a time. It first searches for variables for which the preferences are unconditional (i.e., nodes with 0 parents). Search then continues over the unadded variables for those with 1 parent, 2, and so on, from the added nodes, until each variable has been added to the CP-net with edges from parent nodes and a CPT consistent with comparison data. Since edges are added only from existing to newly added nodes, no cycle is introduced. The authors show that learning a CP-net from comparison data is NP-hard even under certain simplifying assumptions; in the worst case, the algorithm fails. The authors note in [8] that while binary variables are assumed, “the same basic idea applies for non-binary variables.” This is indeed the case, even when indifference is allowed. The search over variables for parent nodes proceeds just as before; however, the SAT reduction must be adapted. In extending to weak preferences over multivalue domains, the comparisons in the database may be of four types: In addition to $o_1 \succ o_2$ and $o_2 \succ o_1$, the user may also specify $o_1 \sim o_2$ and $o_2 \sim o_1$. From these we obtain the truth values of $o_1 \succeq o_2$ and $o_2 \succeq o_1$ as in Table I. This database of outcome comparisons is then decomposed as in the original algorithm:

Each pair of outcomes in the database is factored as

$$o_i \succ o_j \equiv u_i, v_i, w_i \succ u_j, v_j, w_j\text{, where } v_i \neq v_j$$

such that $v_i$ and $v_j$ are the values of the variable under consideration, $u_i$ and $u_j$ are the values of the prospective parents, and $w_i$ and $w_j$ are the values of the other (uninvolved) variables. For each combination of parent values, a Boolean variable $z_{u_i}$ is defined such that the variable is true iff the CPR $u_k : v_i \succ v_j$ is included in the target node’s CPT. Since variables are binary ($v_i$ and $v_j$ represent all the values of the variable under consideration) and all preferences are strict, only one Boolean variable and its complement are needed for each combination of parent variables:

$$z_{u_i} \equiv u_k : v_i \succ v_j$$

$$\neg z_{u_i} \equiv u_k : v_j \succ v_i.$$ Given this mapping, for each pair of outcomes, the appropriate clause is conjuncted to formula $\phi$ (initially $\phi = \emptyset$) from the following:

$$(u_i : v_i \succ v_j) \lor (u_j : v_i \succ v_j) \equiv z_{u_i} \lor z_{u_j},$$

$$(u_i : v_i \succ v_j) \lor (u_j : v_i \succ v_j) \equiv z_{u_i} \lor \neg z_{u_j},$$

$$(u_i : v_j \succ v_i) \lor (u_j : v_j \succ v_i) \equiv \neg z_{u_i} \lor z_{u_j},$$

$$(u_i : v_j \succ v_i) \lor (u_j : v_j \succ v_i) \equiv \neg z_{u_i} \lor \neg z_{u_j}.$$ Observe that the resulting formula $\phi$ is 2SAT, which can be solved in linear time using Tarjan’s algorithm for finding strongly connected components. If $\phi$ is satisfiable, a mapping from a satisfying assignment provides a CPT for the variable, which is then added as a node to the CP-net along with edges from the newly discovered parent nodes.

The authors note in [8] that while binary variables are assumed, “the same basic idea applies for non-binary variables.” This is indeed the case, even when indifference is allowed. The search over variables for parent nodes proceeds just as before; however, the SAT reduction must be adapted. In extending to weak preferences over multivalue domains, the comparisons in the database may be of four types: In addition to $o_1 \succ o_2$ and $o_2 \succ o_1$, the user may also specify $o_1 \sim o_2$ and $o_2 \sim o_1$. From these we obtain the truth values of $o_1 \succeq o_2$ and $o_2 \succeq o_1$ as in Table I. This database of outcome comparisons is then decomposed as in the original algorithm:

$$o_i \succeq o_j \equiv u_i, v_i, w_i \succeq u_j, v_j, w_j\text{, where } v_i \neq v_j.$$ One can observe that the resulting clauses are 2CNF as before. The mapping to Boolean variables is also similar; however, in our case we have CPRs for each combination of parent values and all ordered pairs from the domain of the variable under consideration. We thus define Boolean variables $z_{u_{i,j}, x_{i,j}}$ that are true iff the CPR $u_k : v_i \succeq v_j$ is included in the CPT of the variable under consideration. Then for each pair of outcomes, we conjunct to $\phi$ the appropriate clause from the following:

$$(u_i : x_i \succeq x_j) \lor (u_j : x_i \succeq x_j) \equiv z_{u_{i,j}, x_{i,j}} \lor z_{u_{i,j}, x_{i,j}}$$

$$(u_i : x_i \succeq x_j) \lor (u_j : x_i \succeq x_j) \equiv z_{u_{i,j}} \lor \neg z_{u_{i,j}},$$

$$(u_i : x_j \succeq x_j) \lor (u_j : x_j \succeq x_j) \equiv \neg z_{u_{i,j}} \lor z_{u_{i,j}},$$

$$(u_i : x_j \succeq x_j) \lor (u_j : x_j \succeq x_j) \equiv \neg z_{u_{i,j}} \lor \neg z_{u_{i,j}}.$$
One additional difficulty must be addressed. With binary domains (whether restricting to strict preferences or not), the CPT will always be consistent, given how we have defined the Boolean literals. However, for multivalue domains, this is not the case. For these we must take into account the possibility of inconsistency through violation of transitivity. Consider, for example, that the solver could output a satisfying assignment mapping to CPRs such as:

\[
\begin{align*}
  a_1 : b_1 & \not\succ b_2 & a_1 : b_2 & \not\succ b_1 \\
  a_1 : b_1 & \not\succ b_3 & a_1 : b_3 & \not\succ b_1 \\
  a_1 : b_2 & \not\succ b_3 & a_1 : b_3 & \not\succ b_2,
\end{align*}
\]

corresponding to \( a_1 : b_1 \not\succ b_2 \succ b_3 \succ b_1 \). To obviate such contradictions, we output to the solver (i.e., conjunct to \( \phi \)) additional clauses to enforce transitivity (see Fig. 2). However, when the additional rules are transformed, we get

\[
\neg z_{u,a,b} \lor \neg z_{u,b,c} \lor z_{u,a,c}
\]

with the result that, for multivalue domains, the formula \( \phi \) constructed by this method is 3SAT. Because of this, we call a solver (MiniSAT) that uses a heuristic for the NP-complete subproblem rather than using a known polynomial time algorithm. Moreover, as with the original algorithm, in the worst case the SAT solver could be called exponentially many times in the number of variables \( |V| \).

V. REASONING WITH INDIFFERENCE

Once a CP-net model is available, some method is needed for determining which of a pair of outcomes the subject will prefer, if either. Formally, the question of whether a CP-net entails the dominance of one outcome over another \( N \models o_1 \succ o_2 \) is known as dominance testing (DT). Goldsmith et al. have shown that in general this problem is PSPACE-complete [9]. As Boutilier et al. recognized, \( N \models o_1 \succ o_2 \) iff there is a (strictly) improving flipping sequence from \( o_2 \) to \( o_1 \), and the search for such a sequence can be formulated as a STRIPS type planning problem [5]. Here we consider the more general question of weak dominance—i.e., whether \( N \models o_1 \gtrsim o_2 \). One can observe that the latter corresponds to a monotonically worsening flipping sequence from \( o_1 \) to \( o_2 \) (or, identically, a monotonically improving flipping sequence from \( o_2 \) to \( o_1 \)). By searching for flipping sequences in both directions (from \( o_1 \) to \( o_2 \) and vice versa), we can reason from the model whether the subject strictly prefers one outcome to the other, is indifferent, or whether no information can be obtained from the CP-net on the preference (see Table I).

Here, as with the learning problem in Section IV, we employ a reduction to SAT. However, unlike the problem of deciding whether a particular CPT is consistent with comparison data, the search for flipping sequences involves a series of actions and steps. In our approach, we thus make use of the satisifiability as planning (SATPlan) method proposed by Kautz and Selman [10]. One potential issue is that in the worst case flipping sequences—and hence the number of steps—could be exponential in the number of nodes \( n \). We address this possibility in Section VI. In the meantime, we assume that flipping sequence length can be bounded by a constant \( \ell_{\text{max}} \).

The algorithm in Fig. 3 provides the SATPlan reduction. Its input is a CP-net, its number of nodes, the pair of outcomes to compare, and the longest flipping sequence to be considered. It outputs a CNF formula \( \phi \).

Consider the flipping sequence given in Example 1: \( a_1 b_2 \succ a_2 b_2 \sim a_3 b_1 \succ a_1 b_1 \). In the SATPlan reduction we regard such a sequence as a plan requiring four time steps. The first term \( a_1 b_2 \) reflects the states of \( A \) and \( B \) at time \( t = 1 \). The second step \( a_2 b_2 \) represents the states at \( t = 2 \), etc. The change in the state of \( A \) from \( o_1 \) to \( o_2 \) corresponds to a particular action that occurs at \( t = 1 \).

We define a Boolean variable \( z_{t,i,p} \) for the state of each variable \( X_i \) over time such that \( z_{t,i,p} \) is true iff \( X_i = x^p_t \) at time \( t \), where \( t \leq L \), \( i \leq n \), and \( p \leq |X_i| \). Just one such state applies to each variable \( X_i \) at each time \( t \). For a set of literals \( Y \), it is helpful to define \( \text{JustOne}(Y) \), the rules specifying that at least one literal \( y \in Y \) holds (\( y_1 \lor y_2 \lor \cdots \) ) and that at most one literal holds (for distinct \( y, y' \in Y \), \( \neg y \lor \neg y' \)). Here we assert \( \text{JustOne}(z_{t,i,p}) \) for all \( t, i \). We also define Boolean variables \( o_{t,i,j,k} \) for each possible action. Recall that in a flipping sequence, at each time \( t \) the value of just one
variable changes. Thus, for all \( t < L \), \( i \leq n \), and distinct \( x^i_j, x^i_k \in \text{Dom}(X_i) \), there is a possible action corresponding to a monotonically worsening flip from \( x^i_j \) to \( x^i_k \). We output these to the solver as rules of the form:

\[ \alpha_{t,i,j,k} \Rightarrow z_{t,i,j} \land z_{t+1,i,k}. \]  

(1)

We next output framing rules specifying that, if an action causes the value of some variable \( X_i \) to change, the values of every other variable \( X_h \) must remain unchanged.

\[ \alpha_{t,i,j,k} \land z_{t,h,q} \Rightarrow z_{t+1,h,q} \]  

(2)

\[ \alpha_{t,i,j,k} \land \neg z_{t,h,q} \Rightarrow \neg z_{t+1,h,q} \]  

(3)

Since the length of a flipping sequence may be strictly less than \( L \), we also define null actions \( \alpha_{t,0} \) specifying that no change occurs at time \( t \) or later:

\[ \alpha_{t,0} \land z_{t,i,p} \Rightarrow z_{t+1,i,p} \]  

(4)

\[ \alpha_{t,0} \land \neg z_{t,i,p} \Rightarrow \neg z_{t+1,i,p} \]  

(5)

\[ \alpha_{t,0} \Rightarrow \alpha_{t+1,0} \quad (t \leq L - 2). \]  

(6)

At each time step exactly one action or the null action must occur, so we assert JustOne \( \alpha_{t,i,j,k} \) or \( \alpha_{t,0} \) for all \( t < L \).

We further specify rules corresponding to the CPRs in the CPTs of \( \mathcal{N} \). The relevant CPRs are those that occur in the negative. A rule of the form \( u : x^i_j \nprec x^i_k \), where \( u = u_1 u_2 \cdots u_e \in \text{Asst}(Pa(X_i)) \), means a monotonically worsening flip cannot occur from \( x^i_j \) to \( x^i_k \) in \( X_i \) when that node’s parents are assigned the values in \( u \); hence action \( \alpha_{t,i,j,k} \) cannot occur under such circumstances. Let \( X_{p_1}, X_{p_2}, \ldots \) denote the parents of \( X_i \), such that \( X_{p_1} = x^{p_1}_{u_1}, X_{p_2} = x^{p_2}_{u_2}, \) etc. Observe that at time \( t \) in the flipping sequence, these assignments correspond to the state variables \( z_{t,p_1,u_1}, z_{t,p_2,u_2}, \) etc. We thus output:

\[ z_{t,p_1,u_1} \land z_{t,p_2,u_2} \land \cdots \land z_{t,p_e,u_e} \Rightarrow \neg \alpha_{t,i,j,k}. \]  

(7)

Finally, we output as assertions \( o_1 \) and \( o_2 \) as the states at times \( t = 1 \) and \( t = L \) respectively.

Special care is required if CPTs may be incomplete. Proper interpretation of an incomplete CPT likely depends upon the application and how the CPT was constructed. Here we treat incomplete CPTs as incomplete information about the subject’s preferences. As such, during preprocessing, we:

1. Check CPTs for consistency given a specific assignment to parents and raise an exception if an inconsistency is found.
2. Complete the transitive closure.
3. Otherwise, in the absence of a rule specifying that \( u : x^i_j \nprec x^i_k \) or inferred through closure, we assume \( u : x^i_j \nprec x^i_k \). That is, in the absence of information about the relationship between values \( x^i_j \) and \( x^i_k \) given an assignment to parents, we assume incomparability.

The algorithm in Fig. 4 shows how to use the reduction subroutine in a generalized search for a flipping sequence. It takes as its input a CP-net, its number of nodes, the pair of outcomes to compare, and a bound on flipping sequence length. It returns a monotonically worsening flipping sequence from \( o_1 \) to \( o_2 \) with length at most \( \ell_{max} \) or \( \emptyset \) if no such sequence exists. We call this latter result indeterminate since a longer sequence could exist if \( \ell_{max} < |O| \). The algorithm maintains an upper and a lower bound for flipping sequence length. The lower bound is initialized to the Hamming Distance between the two outcomes since the flipping sequence must be at least this length. Some suitable value \( L \) in this range is chosen, a CNF formula \( \phi \) created, and the SAT solver called. If \( \phi \) is satisfiable, a mapping from a satisfying assignment \( \tau \) provides the desired flipping sequence. However, unless the upper and lower bounds are the same, the flipping sequence may not be minimal. (Indeed, it is possible that it contains a cycle, in which case a shorter flipping sequence must exist.) This may not be of concern if we only wish to show that \( o_1 \nprec o_2 \), but for some applications it may be desirable to find a minimal sequence. Search continues until a suitable sequence is found or is found not to exist.

VI. A CONSIDERATION OF LONG FLIPPING SEQUENCES

The algorithms in Fig. 3 and 4 assume that the length of a flipping sequence can be bounded by a constant. However, Boutilier et al. [5] proved that—for CP-nets with domains of size 3 or greater and incomplete CPTs, as we consider here—a minimal flipping sequence between outcomes may be exponentially long in the number of nodes in the worst case. Thus, the problem of reasoning with CP-nets is not even in NP: that is, even if we could somehow guess a correct flipping sequence, the problem of verifying it could turn out to be intractable.

Nevertheless, there is reason to believe that this worst-case scenario is rare. To test this, we generated a series of random CP-nets using the algorithms in Fig. 5 and 6. For each experiment we varied the density \( \delta \in [0,1] \) of the dependency graph—defined here as the ratio of directed edges in \( \mathcal{N} \) to the maximum number of such edges possible in an acyclic graph with \( |V| \) nodes. We similarly varied the density \( \varepsilon \in [0,1] \) of the CPT(\( X_i \)) of each node—defined as the ratio of rules of the positive form \( u : x^i_j \prec x^i_k \) (as opposed to the negative form \( u : x^i_j \nprec x^i_k \)) to the total number
of possible rules. From each randomly generated CP-net \( \mathcal{N} \) we then explicitly constructed the induced preference graph \( \mathcal{P} \), which we represented as a sparse adjacency matrix. We then used the Floyd–Warshall algorithm to find the shortest path between all pairs of outcomes. (Recall from Section II that a flipping sequence corresponds to a path between the corresponding outcome vertices in the preference graph.) We ran \( N = 10 \) trials for each value of \( \delta \) and \( \epsilon \) and calculated the mean length of the longest flipping sequence in the induced preference graph, as well as the mean flipping sequence length over all pairs of outcomes.

Table II shows the results of this experiment for CP-nets with 4 variables each with a domain of size 4. While the induced preference graph consists of \( 4^4 = 256 \) nodes, the mean length of a flipping sequence for a randomly selected pair of outcomes from a random CP-net was typically less than 4, while the longest flipping sequence typically ranged between 4 (the value of \( n \)) and 10. Table III shows similar results for CP-nets with 6 variables, each with a domain of size 3. While the preference graph for the latter consists of \( 3^6 = 729 \) outcomes, the mean length of a minimal flipping sequence over all pairs of outcomes was typically less than 4.5, while the mean longest flipping sequence between any pair of outcomes was less than 12. It can also be observed that, as \( \delta \to 1 \), the length of the longest flipping sequence converges to \( n \), as might be expected. We ran similar experiments for other choices of \( n \) and \( d_i \), but did not come across any randomly generated instances in which the length of a flipping sequence was apparently exponential in \( n \). We expect in future research to derive a more precise statistical model for the expected length of a flipping sequence in a random CP-net.

It is nonetheless possible that some class of randomly generated CP-nets or some domain in which CP-nets are learned exists for which the worst case is more common. Even so, a very long flipping sequence is unlikely to provide useful information about the preferences of a human subject. To see why, consider that we have a CP-net \( \mathcal{N} \) representing the preferences of a subject and a pair of outcomes \( o_1, o_2 \) with a very long flipping sequence from \( o_1 \) to \( o_2 \). We observed in Section I that—for the class of CP-nets considered here—preferences are modeled deterministically rather than as probability distributions; however, it should be understood that this determinism is a modeling decision, not an intrinsic property of the subject’s underlying preferences. Whether \( \mathcal{N} \) is constructed by the subject, elicited through queries or learned from data, we assume the model reflects some margin of error. If such errors are small, they can be safely ignored. However, for very long flipping sequences, even small errors are problematic. Consider that in a flipping sequence, each transition (action) from one term (step) to the next is determined by a particular CPR, \( \rho_1, \rho_2, \ldots, \rho_{\ell-1} \). (Note that some CPRs may be applied more than once.) Let \( \eta_k \in (0, 1) \) be the probability of error associated with CPR \( \rho_k \). We can then speak of the probability that a determined flipping sequence actually exists and observe that this probability tends to 0 as \( \ell \) increases:

\[
\lim_{\ell \to \infty} \prod_{k=1}^{\ell} (1 - \eta_k) = 0.
\]

Informally, we can compare a flipping sequence to an electrical signal that weakens with distance; eventually the signal is no longer detectable. We are thus justified in assuming a bound \( \ell_{\text{max}} \) on the length of a flipping sequence and reasoning that if no monotonically worsening flipping sequence from \( o_1 \) to \( o_2 \) with length \( \ell < \ell_{\text{max}} \) exists, then it is probable that no such flipping sequence actually exists, in which case we report simply that \( o_1 \not\succ o_2 \) (rather than indeterminate). Observe that this latter result depends on the values of \( \eta_k \) rather than \( n \); thus we can drop use of the modifier exponentially and simply speak of very long flipping sequences; i.e., those for which \( \ell > \ell_{\text{max}} \). We believe in practice the value of \( \ell_{\text{max}} \) will turn out to be domain specific and as such is a model parameter that is best learned from data. We observe in passing that the analysis here is closely related to the concept of noisy AND [11] and also to PCP-nets, a recently proposed probabilistic extension of CP-nets [12], [13].

### Table II

<table>
<thead>
<tr>
<th>Mean flipping sequence length over all outcomes</th>
<th>( \epsilon )</th>
<th>( \delta = 0.10 )</th>
<th>( 0.30 )</th>
<th>( 0.50 )</th>
<th>( 0.70 )</th>
<th>( 0.90 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.10</td>
<td>1.8</td>
<td>2.2</td>
<td>2.6</td>
<td>2.9</td>
<td>3.0</td>
<td></td>
</tr>
<tr>
<td>0.30</td>
<td>2.0</td>
<td>2.7</td>
<td>2.9</td>
<td>3.0</td>
<td>3.0</td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td>2.6</td>
<td>3.5</td>
<td>3.4</td>
<td>3.0</td>
<td>3.0</td>
<td></td>
</tr>
<tr>
<td>0.70</td>
<td>3.0</td>
<td>3.3</td>
<td>3.3</td>
<td>3.1</td>
<td>3.0</td>
<td></td>
</tr>
<tr>
<td>0.90</td>
<td>3.0</td>
<td>3.5</td>
<td>3.4</td>
<td>3.1</td>
<td>3.0</td>
<td></td>
</tr>
</tbody>
</table>

### Table III

<table>
<thead>
<tr>
<th>Mean flipping sequence length over all outcomes</th>
<th>( \epsilon )</th>
<th>( \delta = 0.10 )</th>
<th>( 0.30 )</th>
<th>( 0.50 )</th>
<th>( 0.70 )</th>
<th>( 0.90 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.10</td>
<td>1.9</td>
<td>3.0</td>
<td>3.3</td>
<td>4.0</td>
<td>4.0</td>
<td></td>
</tr>
<tr>
<td>0.30</td>
<td>2.2</td>
<td>3.9</td>
<td>3.8</td>
<td>4.0</td>
<td>4.0</td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td>2.7</td>
<td>4.1</td>
<td>4.3</td>
<td>4.0</td>
<td>4.0</td>
<td></td>
</tr>
<tr>
<td>0.70</td>
<td>3.1</td>
<td>4.4</td>
<td>4.3</td>
<td>4.0</td>
<td>4.0</td>
<td></td>
</tr>
<tr>
<td>0.90</td>
<td>3.7</td>
<td>4.5</td>
<td>4.3</td>
<td>4.0</td>
<td>4.0</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Longest flipping sequence for any outcome pair</th>
<th>( \epsilon )</th>
<th>( \delta = 0.10 )</th>
<th>( 0.30 )</th>
<th>( 0.50 )</th>
<th>( 0.70 )</th>
<th>( 0.90 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.10</td>
<td>4.0</td>
<td>4.0</td>
<td>4.0</td>
<td>4.0</td>
<td>4.0</td>
<td></td>
</tr>
<tr>
<td>0.30</td>
<td>5.0</td>
<td>6.5</td>
<td>6.1</td>
<td>5.0</td>
<td>4.0</td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td>7.2</td>
<td>9.7</td>
<td>7.9</td>
<td>5.3</td>
<td>4.0</td>
<td></td>
</tr>
<tr>
<td>0.70</td>
<td>8.3</td>
<td>9.0</td>
<td>8.1</td>
<td>5.3</td>
<td>4.0</td>
<td></td>
</tr>
<tr>
<td>0.90</td>
<td>8.5</td>
<td>8.7</td>
<td>7.5</td>
<td>5.4</td>
<td>4.0</td>
<td></td>
</tr>
</tbody>
</table>
Fig. 5. Algorithm \text{GENERATE-RANDOM-CPNET}(V, \delta, \varepsilon)

\begin{algorithm}
\caption{GENERATE-RANDOM-CPNET(V, \delta, \varepsilon)}
\begin{algorithmic}
\State $V$ \text{variables with associated domains}
\State $\delta$ \text{upper bound on dependency graph density}
\State $\varepsilon$ \text{lower bound on density of $\subseteq$}
\State $\mathcal{N}$ \text{randomly generated acyclic CP-net}
\State \text{initialize nodes for $\mathcal{N}$}
\State \text{let } \pi \text{ be a random permutation of the nodes in } V
\State \text{initialize } E \text{ and add edges (} \pi(X_i), \pi(X_j) \text{) for all } i > j
\While{$|E|/(\binom{|V|}{2}) > \delta$}
\State delete an edge selected at random
\EndWhile
\ForAll{$X_i \in V$}
\State $\text{CPT}(X_i) \leftarrow \text{GENERATE-RANDOM-CPNET}(X_i, \varepsilon)$
\EndFor
\State \Return $\mathcal{N}$
\end{algorithmic}
\end{algorithm}

Fig. 6. Algorithm \text{GENERATE-RANDOM-CPNET}(X_i, \varepsilon)

\begin{algorithm}
\caption{GENERATE-RANDOM-CPNET(X_i, \varepsilon)}
\begin{algorithmic}
\State $\text{CPT}$ \text{a complete, consistent CPT for } X_i
\State $\varepsilon$ \text{lower bound on ratio of } $\subseteq$ \text{rules given } u
\State $\text{initialize nodes for } X_i$
\State $\text{CPT} \leftarrow \emptyset$
\For{$u \in \text{Ass}(\text{Pa}(X_i))$}
\State $d_i \leftarrow |\text{Dom}(X_i)|$
\State add rules $u : x_j \succ_i x_k \rightarrow d_i$ to CPT for all $j \leq d_i$
\EndFor
\While{$\left(\text{rules } u : x_j \succ_i x_k - d_i\right) / (d_i^2 - d_i) < \varepsilon$}
\State randomly select and add a rule $u : x_j \succ_i x_k \notin \text{CPT}$
\State take the transitive closure of all $\subseteq$ rules given $u$
\EndWhile
\State add rule $u : x_j \not\succ_i x_k$ for all $i, j$ s.t. $u : x_j \succ_i x_k \notin \text{CPT}$
\State \Return $\text{CPT}$
\end{algorithmic}
\end{algorithm}

VII. Contributions and Future Research

We identified a need for CP-nets that can model preferences with multi-value domains over which a subject may be indifferent or unwilling to state a preference. We showed how to formulate CPRs and CPTs that explicitly model indifference and incomparability over multivalued domains. We next showed how to extend an algorithm designed to learn strict preferences over binary domains from example comparison data [8] to learn this richer class of CP-nets. As in the original algorithm, we used a SAT reduction to find CPTs consistent with comparison data. However, for multivalued domains, we showed that it was necessary to output additional clauses to ensure transitivity, resulting in a 3SAT rather than 2SAT instance. We further showed that SAT can be used to reason with this richer class of CP-nets using SATPlan. Our method for this assumes a bound on the length of a flipping sequence. This is potentially problematic, since, as [5] proved, it is possible to construct CP-nets for which the flipping sequences are exponentially long. Our data, however, suggest that such flipping sequences are rare. Moreover, we showed that, if the CPRs admit even some small probability of error, very long flipping sequences are unlikely to provide useful information about a subject’s preferences. Future work includes comparing the performance of various learning and reasoning algorithms and extending our present research to encompass probabilistic as well as deterministic CP-nets.
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