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Abstract: Modern computer systems have the ability to make 
the storytelling experience interactive by involving a 
participant or learner as a character in the narrative itself.  We 
present a framework for creating interactive narratives for 
entertainment, educational, and training purposes based on a 
type of agent called an experience manager.  An experience 
manager (a generalization of a drama manager) is an 
intelligent computer agent that manipulates a virtual world to 
coerce a participant’s experience to conform to a set of 
provided properties. Our realization of the experience 
manager automatically generates narrative content in order to 
adapt to the user’s actions in the virtual world.  The 
experience management framework has been used to develop 
an interactive version of Little Red Riding Hood and an 
interactive practice environment called IN-TALE for 
educating and training cognitive skills such as situation 
awareness, cultural awareness, leadership, and decision-
making. 

Keywords: Interactive narrative; Storytelling in education 
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1. Introduction 

Storytelling is a modality for communicating: it is a 
technique for entertaining, educating, and training.  Narrative 
is most often considered an artifact that is created by a human 
for a particular purpose.  However, it is important not to 
overlook the fact that narratives are meant to be experienced 
by an audience (a reader, listener, watcher, interactor, etc.).  
Researchers have begun to investigate narrative from the 
perspective of the audience, looking at the cognitive 
processes that are invoked by readers of narratives [17] [19] 
[20].  This has led some (e.g., [11] [18]) to conclude that 
narrative is a mental construct or a mode of thought.   

Recently, there has been growing interest in stories as 
artifacts that can augment interactive entertainment (e.g., 
computer games) products such as video games.  This interest 
in storytelling in interactive entertainment has lead to the 
development of the notion of an interactive narrative.  An 
interactive narrative is an approach to interactive 

entertainment in which a system attempts to tell a story to an 
interactive participant.  In order to distinguish interactive 
narrative systems from other types of interactive 
entertainment, an interactive narrative allows the user to 
make decisions that directly affect the direction and/or 
outcome of the story being told by the system. 

The goal of an interactive narrative system is to balance 
the seemingly competing requirements for narrative 
coherence and perceived user self-agency [44].  Narrative 
coherence is the idea that the events that occur in a narrative 
have meaning and relevance to each other and to the outcome.  
Perceived user self-agency is the idea that the user, while 
immersed in a virtual world, perceives his or herself to be 
capable of making meaningful decisions.  The Choose-Your-
Own-Adventure novels, originally published by Bantam 
Books, are canonical examples of interactive narratives that 
balance narrative coherence and user self-agency by 
separating the experience into non-interactive narrative 
interspersed with decision-points.   

We take the perspective that narrative is a cognitive 
phenomenon and, accordingly, adopt an approach to 
interactive narrative as the management of a virtual world as 
a way to increase the likelihood that a human participant will 
perceive his or her experience in a virtual world as narrative.  
We explore the implications of this perspective on the 
problem in the next sections, building towards an argument 
for a particular approach to interactive narrative systems 
called experience management.  Our experience management 
approach is realized in a framework that has been used to 
develop two prototype examples, demonstrating the 
capability in entertainment and educational contexts. 

1.1 Reconstructed Narrative 

We understand the world we are situated in and our 
progression through that world as a reconstructed narrative 
(sometimes also referred to as “storification” [3]).  That is, 
we observe events in the world and attempt to mentally 
fabricate understanding by selectively arranging events into 
narratives.  We understand the world by telling ourselves 
stories about how we have changed the world and witnessed 
the world change.  Our understanding of the world is 
achieved by “constructing reality” as a sequence of related 



events from our senses [12].  Whereas we tend to understand 
inanimate objects through cause and effect, we attempt to 
understand the intentional behavior of others through a 
sophisticated process of interpretation with narrative at its 
core [11].  There is evidence that suggests that we, as humans, 
build cognitive structures that represent the real events in our 
lives using models similar to the ones used for narrative in 
order to better understand the world around us [11]. This 
narrative intelligence [8] [31] is central in the cognitive 
processes that we employ across a range of experiences, from 
entertainment contexts to active learning. 

Given the propensity of the human mind to construct 
narrative from experience, an emergent approach to 
interactive narrative has appeal.  Emergent narrative [2] [3] is 
a particular AI approach to creating interactive stories in 
which a user interacts with other people or “virtual humans” 
– anthropomorphic entities that are controlled by computer 
systems (c.f., [13] [41] [53]) – in a virtual world.  The story, 
from the perspective of an outside observer, is the 
culmination of events (e.g., the behaviors and dialogue of the 
user and the synthetic humans) that occur during the 
simulation.  Emergent narrative is particularly meaningful for 
virtual worlds in that participation in a virtual world – 
including computer game worlds – can be regarded as 
participating in an unfolding narrative.  That is, conceptually 
narrative can be constructed in the mind of the user at the 
same time it is being created through simulation. 

Virtual world systems with purely emergent approaches to 
narrative have met with varying degrees of success.  Aylett 
[2] notes that narratives do not always emerge that have 
recognizable structure or coherent, meaningful outcomes.  
What does this mean for virtual worlds?  For virtual worlds 
that aim to provide entertaining experiences, the lack of a 
satisfying story-like narrative can be disappointing.  Likewise, 
simulations and other constructive virtual environments with 
training and educational goals cannot guarantee experiences 
that reinforce knowledge acquisition.  Consequently, games 
and training systems often turn to some form of guidance of 
user experience. 

Story is particularly important for games.  Aside from a 
few simulation-based games, most adventure games and first-
person shooters incorporate story into their systems by 
constraining the virtual world to force the player’s experience 
to conform to closely controlled sequences of events.  This 
constraining function is often spatial in nature, i.e., the 
movement through a virtual environment constitutes 
progression through a story [24].  There are other models of 
guided experience.  In the next section we describe one 
approach to guiding a user’s experience to influence the 
user’s cognitive narrative reconstruction 

1.2 Drama Management 

Interactive narratives place primary importance on the user’s 
experience of story. There are many ways to achieve an 
interactive narrative.  Mateas and Stern [32] describe a 
continuum of technical approaches ranging from strong 
autonomy to strong story.  The strong autonomy approach 
advocates that interactive narrative experiences be created 
procedurally by simulating a virtual environment populated 
by autonomous agents that play the roles of characters.  

Emergent narrative systems fall under the strong autonomy 
approach.  Examples of strong autonomy systems are [14] 
and [4].  The strong story approach advocates that a singular 
decision-making process that operates as if it were a 
hypothetical author, choosing the activities of all story world 
characters in a centrally coordinated fashion, generate 
interactive narratives.  Examples of strong story systems are 
[5], [28], [33], [36], [37], [44], [49], [50], [54], [59], and [61].   

Many interactive narrative systems – especially those that 
would be classified as strong story approaches – utilize an 
intelligent agent called a drama manager.  A drama manager 
[25] is an agent that attempts to coerce a virtual world so that 
a player’s interactive experience to conform to some pre-
existing aesthetic.   

From the participant’s perspective, narrative is 
reconstructed from their interactions with the virtual world 
and the computer-controlled characters that are also 
immersed in the virtual world.  The drama manager attempts 
to guide the participant’s experience without over-
constraining the participant to the point where he or she feels 
he or she has no self-agency.  By balancing narrative 
considerations against participant self-agency, the resulting 
experience is something that is neither wholly dictated by the 
experience manager nor the participant.  

In the absence of computational models of aesthetics, 
drama manager often utilize pre-scripted narrative-like data 
structures such as plot graphs or branching narrative 
sequences.  A plot graph [25] [59] is a data structure that 
defines a set of partially ordered story elements from which 
the drama manager chooses from to assemble the story in 
real-time.  A branching narrative [10] [48] is directed graph 
that lays out all possible narrative sequences that can occur 
based on user decisions at pre-determine choice-points.  A 
non-exhaustive list of systems that can be described as drama 
managers includes [5], [28], [33], [36], [37], [49], [50], [54], 
[59], and [61]. 

1.3 Experience Management 

The implied goal of a drama management system is to 
entertain.  However, recent research has suggested that 
interactive narratives can be used for education and training 
(c.f., [4] [29] [30]).  We submit that a drama manager is an 
instance of a more general type of system that we refer to as 
an experience manager.  An experience manager is an agent 
that attempts to coerce a virtual world so that a user’s 
interactive experience conforms to a set of provided 
properties.  An experience manager whose given properties 
described dramatic attributes of story would be referred to as 
a drama manager, whereas an experience manager who’s 
given properties described pedagogical attributes would not 
be described as a drama manager. 

The concept of experience management, while new to the 
field of interactive narrative and interactive entertainment 
(i.e., computer games), is similar in many ways to concepts 
from the field of intelligent tutoring for some time.  
Intelligent Tutoring Systems (ITS) attempt to reproduce with 
computer systems the learning gains in students who are 
tutored by human tutors [51] [58].  The general behavior of 
an ITS can be defined by a process with two nested loops 
[56].  The outer loop is one of task selection.  The inner loop 



traces the student’s progress through a task.  The outer loop is 
a form of experience management because the ITS is decided 
reactively based on the student’s past performance, what task 
the student should be exposed to next in order to scaffold and 
support the student’s construction of knowledge.  One might 
refer to the outer loop of an ITS as a form of experience 
management.  An excellent example of tutoring as experience 
management is described in [35], although the authors do not 
use the term “experience management.”   

Experience management systems, however, are not 
necessarily intelligent tutoring systems.  One of the prototype 
systems described in this article – the IN-TALE system – 
demonstrates experience management for education and 
training.  However, we do not consider IN-TALE as an ITS 
because it provides an adaptive practice environment and 
does not provide hints, give feedback, or attempt to remediate 
incorrect understanding of concepts. 

Experience management as a technique for interactive 
narrative emphasizes the reconstructed narrative experience 
of the user, whether for entertainment, education, or training.  
We believe that experience management based approaches to 
interactive narrative hold potential for computer-based 
education and training in virtual worlds.  Baumeister and 
Newman [7] describe a phenomenon where tacit expert 
knowledge can only be accessed by experts through 
autobiographical narratives in which the knowledge was 
applied.  Likewise narrative case studies are a good technique 
for transferring knowledge from experts to novices [52].  The 
use of stories for tacit knowledge transfer is justification for 
story-based case method training [23]. It is also justification 
for more interactive storytelling environments in which 
learning by doing [1], especially when merged with narrative 
accounts of best practices. 

In this paper, we present a framework for producing 
interactive narrative experiences with wide ranging 
applicability, from entertainment to education and training. 
As an experience manager, our framework is a strong story 
approach, although we incorporate semi-autonomous agents 
into the framework resulting in some attributes similar to 
strong autonomy systems.  Our interest in pedagogical as 
well as entertainment applications of interactive narrative 
suggest a framework based on an experience manager that 
can be readily adapted to dramatically- and pedagogically-
inspired narratives.   

The goal of our experience management framework is to 
enable the creation interactive narratives that afford the 
participant a high degree of self-agency in a virtual world 
while simultaneously delivering a coherent narrative 
experience centered on aesthetic or pedagogical attributes.  It 
is possible for the participant to perform actions in the virtual 
world that directly conflict with the system’s ability to tell the 
intended narrative [44].  When this happens, the framework 
invokes a special agent, called the Automated Story Director, 
to dynamically adapt the narrative structure in order to 
balance the goals of the system (to tell a narrative with given 
attributes) without interfering with the user’s self-agency.  A 
generative experience management system does not require 
the pre-specification of all possible narratives that can occur. 

Our experience management framework is demonstrated 
by two prototype applications that instantiate the framework.  

One prototype, described in this article, implements an 
interactive world based on a version of the Little Red Riding 
Hood story.  The Little Red Riding Hood interactive story 
demonstrates the generative experience management 
framework in the context of an entertainment-based 
application.  The other prototype described in this article, the 
Interactive Narrative Tacit Adaptive Leader Experience (IN-
TALE) [45] [46], is a military training system designed to 
enable learners to interactively practice skills such as 
leadership, situation awareness, cultural awareness, decision-
making, and other cognitive skills.  Both the Little Red 
Riding Hood and IN-TALE prototypes enable a user to 
interact in a virtual world by controlling an avatar and 
assuming the role of a story world character.  The systems 
attempt to tell a narrative in which the user is an integral 
participant.   In the case of the Little Red Riding Hood 
prototype, the intended narrative is one that resembles the 
original story.  In the case of IN-TALE, the intended 
narrative is one that requires the learner to be exposed to 
certain conditions in which learning can occur and skills can 
be practiced. 

In the following sections we describe our framework for 
interactive narratives.  We begin with a description of the 
central component to the framework – the generative 
experience manager called the Automated Story Director – in 
Section 2. In Section 3, we describe the framework that is 
built around the Automated Story Director.  In particular, we 
emphasize how semi-autonomous character agents are 
incorporated into the framework to work in coordination with 
the Automated Story Director.  Authoring is also discussed 
here.  To date, the framework has been used to produce two 
prototype systems. One prototype, described in Section 4, is 
an interactive narrative based on Little Red Riding Hood.  
The other prototype, the Interactive Narrative Tacit Adaptive 
Leader Experience (IN-TALE), described in detail in Section 
5, is an educational interactive narrative system designed to 
be a practice environment for training military cognitive 
skills such as situational and cultural awareness.  We 
conclude the paper with discussions of related work (Section 
6), limitations and future work (Section 7), and general 
conclusions (Section 8). 

2. Automated Story Director  

Our experience manager – the Automated Story Director – is 
responsible for coercing the participant’s experience to 
attempt to bring about certain, given properties.  The 
Automated Story Director takes as one of its initialization 
parameters a narrative called the exemplar narrative; it is a 
narrative that the system expects that the participant will 
experience if he or she were to do everything that he or she is 
expected to do. The exemplar narrative encodes either 
implicitly or explicitly all the desired properties of the 
participants experience, whether dramatic or pedagogical.  

One of the primary challenges of interactive narrative 
systems is handling the interactivity afforded the participant 
in an interactive narrative.  It is possible that the participant 
will not perform all the actions or make all the decisions that 
are expected of him or her by the exemplar narrative.  Indeed, 
it is possible that the participant may perform actions or make 



decisions – intentionally or inadvertently – that directly 
contradict or invalidate the exemplar narrative.  Due to this 
possibility, the experience manager must be able to adapt the 
exemplar narrative to preserve the participant’s perception of 
self-agency, narrative coherence, and the given desired 
properties of the participant’s experience (dramatic and/or 
pedagogical).  This means that the participant is allowed to 
do what he or she wants and that the system will adapt itself 
to that, thus preserving the participants perception that they 
are in control of their own experience.  Adaptation is 
performed in such a way that certain desired properties of the 
narrative artifact (not the participant’s perspective of the 
narrative nature of their emergent experience) are preserved 
to the extent possible.    

In the next section we describe how narrative structures 
such as the exemplar narrative are encoded in the Automated 
Story Director.  The computational representation allows the 
Automated Story Director to operate on narrative structures 
and to generate new narrative structures without intervention 
by a human author.  Section 2.2 extends these concepts and 
describes how a system designer/author can exert his or her 
authorial intent on narrative content automatically generated 
by the system.  The remainder of the section describes 
operation of the algorithms for generating and executing 
narrative interactively.  Section 2.3 describes how the system 
generates new narrative content.  Section 2.4 describes how 
narrative content is executed.  Section 2.5 describes how the 
user is monitored and how the system decides when to adapt. 

2.1 Computational Representation of Narrative 

In order to adapt a narrative, the narrative must be 
represented in a form that lends itself to manipulation by 
artificial intelligence reasoning algorithms. Following [44] 
[61], we represent narratives as partially-ordered plans.  A 
plan contains steps – events that change the state of the world 
– and annotations that explicitly mark the temporal and 
causal relationships between all steps in the plan, defining a 
partial order indicating the steps’ order of execution [57].   

Plan steps, which represent plot points, are represented in 
a STRIPS-like language.  Figure 1 shows some un-
instantiated operators from a domain operator library that 
provides a source of basic knowledge about actions that story 
world characters can perform and how those actions effect 
the story world.  The operator parameters are variables that 
will be bound as appropriate to such things as character or 
object instances.  Preconditions are conditions in the world 

that must be true for the operator to be applicable.  Effects are 
conditions in the world that become true after successful 
execution of the instantiated operator.   

The first operator in Figure 1 describes an action where a 
character plants a bomb.  Preconditions state that that 
character must have the bomb in his or her possession and not 
be detained.  The effects of the operator are that the bomb is 
planted and armed and that the character no longer has the 
bomb in his or her possession.  The second operator in Figure 
1 describes an action whereby one character acquires an 
object from another character.  Preconditions state that one 
character, the owner has the object and that both characters 
are not detained.  The effects of the operator are that the 
acquiring character has the object and the original owner no 
longer has the object.   

A plan is made up of a set of instantiated operators, 
meaning the parameters have all been bound.  Temporal and 
causal annotations describe constraints on the order in which 
instantiated operators – called plan steps – can be executed.  
One type of annotation, called a temporal link, is used to 
mark an ordering constraint between steps in the plan.  A 
temporal link constrains one step to necessarily be executed 
before another step.  Another type of annotation, called a 
causal link, is used to mark a causal relationship between 
steps in the plan.  In a plan, a causal link relates the effect of 
one plan step to a precondition of another plan step that is 
temporally constrained to occur later than the first operator.  
Together, temporal and causal links determine the execution 
order of steps in a plan.  The ordering can be partial, meaning 
there can be steps that are not temporally constrained relative 
to each other and can thus be executed in any order or 
concurrently.   

Temporal and causal links are created automatically 
during the planning process.  A plan can only be considered 
to be sound and complete when every precondition of every 
step in the plan is satisfied by a causal link and the temporal 
ordering prevents the effects of any one step from negating 
the preconditions of another step [38].   

Figure 2 shows an example of a plan (from the Little Red 
Riding Hood prototype described in Section 4).  Gray boxes 
represent plan steps.  Solid arrows are causal links – the label 
on the links describe the condition that is established by the 
originating step that satisfies a precondition of the terminus 
step.  Dashed arrows represent temporal constraints.  If two 
plan steps are not strictly ordered by temporal or causal links, 
those steps can be executed in any order or simultaneously (if 
possible) [26].  Not all causal and links are shown. 

Causal dependency planning [57] operates in a backward 
chaining fashion as a process of flaw repair.  A flaw is an 
annotation on an incomplete plan that specifies how the plan 
will fail to execute.  One type of flaw is an open condition, 
where a plan step has a precondition that is not causally 
satisfied by a preceding step or the initial world state.  Open 
conditions are repaired by extending a causal link from a 
preceding step in the plan that has an effect that unifies with 
the open condition.  If an applicable step does not exist, a 
new step is instantiated from a library of operators.  Further 
description of the planning process is outside the scope of 
this article.  However, [42] [47] describes a narrative 

(operator Plant-Bomb 
  :parameters (?character ?bomb) 
  :precondition ((has ?character ?bomb) 
                 (:not (detained ?character)) 
  :effect ((armed ?bomb) (planted ?bomb) 
           (:not (has ?character ?bomb)))) 
 
(operator Acquire-Object 
  :parameters (?acquirer ?object ?owner) 
  :precondition ((has ?owner ?object) 
                 (:not (detained ?acquirer)) 
                 (:not (detained ?owner))) 
  :effect ((has ?acquirer ?object) 
           (:not (has ?owner ?object)))) 

 
Fig. 1. Example planning operators. 

 



planning algorithm consistent with the generative experience 
management approach described in this article.   

A plan, as a computational representation of narrative, 
facilitates generation and execution of narratives.  However, 
it is important that the human author be able to exert 
influence over the types of narratives created by the 
Automated Story Director.  The next section describes an 
extension to the computational representation that allows the 
human author to exert their authorial intent on the system. 

2.2 Preserving Authorial Intent 

The Automated Story Director is a generative approach to 
experience management, meaning that an automated narrative 
generation process automatically produces variations on the 
hand-authored narrative content (e.g. the exemplar narrative). 
While the human author necessarily cannot have fine-grained 
control of the participant’s experience during runtime, it is a 
desirable trait for interactive narrative systems – from both 
dramatic and pedagogical perspectives – to allow the author 
to be able to constrain the space of possible experiences the 
participant can have.  For an entertainment-based system, the 
authorial intent may be a set of dramatic circumstances.  For 
an educational or training system, the authorial intent may be 
to introduce the user to situations relevant to the course of 
study.   

The Automated Story Director provides a mechanism for 
encoding authorial intent based on special data structures 
called islands.  Islands – a term coined to refer to a technique 
for controlling the form of solutions generated by planners 
[22] – are intermediate states in a search space, through 
which all solutions to a planning problem must pass.  Islands 
inform the planner as to what valid solution plans should look 
like, conceptually speeding up the planning process.  Plans 

that do not satisfy each island state description at some point 
between the initial state and the end state are effectively 
pruned.  We use islands as a way for the human user to inject 
guidance into the narrative generation process used by the 
experience manager.   

In our computational representation of narrative, islands 
are implemented as a special type of plan step that have 
preconditions describing the intermediate world state but no 
effects.  Islands are provided at the time of planner 
initialization and describe world states that must be achieved 
at some intermediate time during plan execution.  If more 
than one island is given, there can be pre-specified temporal 
links between them so that islands must occur in the resulting, 
complete plan in a particular order.  In this way, the existence 
of islands constrains the space of plans that can be searched 
by the planner.  That is, the planner cannot consider any plan 
in which the world state described by an island will not be 
achieved during plan execution.  Unlike total-order state-
space search algorithms, causal dependency planners (e.g., 
[57], [60], and [42] [47]) search through the space of partial 
plans [57].  When islands are used, the planner is instantiated 
with virtual plan steps – that is, plan steps that are not 
executed – inside the initial, usually empty, plan. 

For example, in an implementation of an interactive Little 
Red Riding Hood story, islands may specify that valid 
narratives are those in which (a) Little Red Riding Hood is at 
some point in the state of being eaten (island 1 in Figure 2), 
and (b) Little Red Riding Hood is at some later point in the 
state of not being eaten (part of the Outcome in Figure 2).  
This prevents the experience manager from considering any 
narrative plans in which Little Red Riding Hood is not eaten 
at some point, or in which Little Red Riding Hood is eaten 
but not rescued.  The goal – or outcome – of a plan can be 
considered a special type of island.  Once authorial intent is 
encoded into the exemplar narrative plan, the system can 
reason about how to adapt that narrative in order to handle 
user interactivity. 

2.3 Anticipating Necessary Narrative Plan Adaptations 

Using planning structures to model scenarios is advantageous 
because a plan can be analyzed for points in which failure can 
occur due to unpredictable and interactive behaviors 
performed by the participant.  We use a technique similar to 
that described in [44] to analyze the causal structure of the 
scenario to determine all possible inconsistencies between 
plan and virtual world state that can occur during the entire 
duration of the narrative.  Inconsistencies arise due to 
participant actions that change the world.  For every possible 
inconsistency that can arise that threatens a causal link in the 
plan, an alternative narrative plan is generated.  Unlike [44], 
we do not attempt to prevent the user from causing 
undesirable world state changes.  Instead, we use a tiered 
replanning approach.  For each potential inconsistency that 
can arise, the following repair processes are tried in order 
until one succeeds in repairing the narrative: 

(i) The threatened causal link is removed, an open condition 
flaw annotates the precondition on the plan step that was 
previously established by the removed causal link, and 
the planner is invoked. 

 
Fig. 2. Example narrative plan set in the Little Red Riding 

Hood world. 
 
 



(ii) The threatened causal link is removed, the plan step that 
was at the terminus of the causal link and all other plan 
steps (except islands) that are causally dependent (e.g. 
there is a path from the threatened causal link to a given 
step through the directed graph made up of plan steps 
and causal links) are removed, open conditions flaw 
annotations on the remaining steps are created as 
necessary, and the planner is invoked. 

(iii) The threatened causal link is removed, the plan step that 
was at the terminus of the causal link and all other plan 
steps (including islands) that are causally dependent are 
removed, open conditions flaw annotations on the 
remaining steps are created as necessary, and the planner 
is invoked. 

(iv) The remaining plan is discarded, a new set of goals and 
islands is selected with open condition flaw annotations 
as necessary, and the planner is invoked. 

The tier (iv) strategy requires the user to provide, a priori, 
multiple sets of goals and islands ordered according to the 
desirability that narrative plans satisfy those goals and islands.  
If the final tier of replanning fails, we resort to a non-
managed virtual world, relying completely on the autonomy 
of computer-controlled characters to create an emergent 
narrative experience. 

2.3.1 Replanning Example 

To illustrate the tiers of repair strategies, consider the 
narrative plan in Figure 3.a.  The plan contains for steps, α1 
through α4, and two islands.  I and G are the initial state and 
goal state, respectively.  Aside from the causal links, α2 is 
temporally ordered before α4 and island1 is temporally 
ordered before island2.  Step α1 establishes condition p in the 
world, which is necessary for step α2.  This relationship is 
captured by a causal link annotation.  Suppose the Automated 
Story Director is considering the possibility that the user 
performs an action in the world that causes ~p to become true 
during the interval between α1 and α2.   

The tier (i) re-planning strategy is invoked first.  A copy 
of the plan is made and updated to reflect the state of the plan 
after all steps preceding the interval in question are executed.  
That is, the initial state now represents the world state after 
α1 is executed, and step α1 is removed.  The tier (i) strategy 
removes only the causal links in the interval in question that 
are threatened by the possible user action.  Figure 3.b. shows 
the copy of the plan after tier (i) pre-processing.  The plan in 
Figure 4.b. is flawed because step α2 has preconditions that 
are not satisfied by any causal links.  The planner is invoked 
to repair the plan, which is now flawed. 

Suppose that the tier (i) strategy fails.  That is, the planner 
cannot find any partially ordered sequence of new steps that 
can fill the gap.  If the re-planner fails, the Automated Story 
Director advances to the tier (ii) re-planning strategy.  The 
tier (ii) strategy removes the causal link threatened by the 
potential user action, the steps immediately succeeding the 
interval that are satisfied by the threatened links (e.g. step α2), 
and all causally downstream steps except islands.  A causally 
downstream step is any step αi such that there is a path from 
a removed step to αi.  In this example, step α3 is causally 
downstream.  Note that although α4 is temporally constrained 
to occur after α2, it is not in fact causally dependent on α2 
and therefore is not removed.  Figure 3.c. shows the copy of 
the plan after tier (ii) pre-processing.  The planner is then 
invoked to repair the plan.   

Suppose that tier (ii) strategy fails.  The Automated Story 
Director advances to the tier (iii) re-planning strategy.  The 
tier (iii) strategy is similar to tier (ii) except that causally 
downstream steps are removed including islands.  The 
assumption is that tier (ii) failed because the islands could not 
be achieved.  Figure 3.d. shows the copy of the plan after tier 
(iii) pre-processing. The planner is then invoked to repair the 
plan. 

Finally, suppose that the tier (iii) strategy fails.  The 
Automated Story Director advances to tier (iv).  The tier (iv) 
strategy deletes the entire plan, replaces the goal state G with 
a new goal state G’, and instantiates any number of new 
islands.  The new goal and islands come from a user-
specified list of alternative goals.  Figure 3.e. shows the plan 
after tier (iv) pre-processing.  In this example, there is only 
one new island.   

2.3.2 Offline Computation of Contingencies 

Narrative replanning is performed offline to avoid delays due 
to computation [44].  The result of this process is a tree of 

 
Fig. 3. Illustration of the tiered re-planning strategies used by 
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contingency plans in which each plan represents a complete 
narrative starting at the initial world state or at the point in 
which an inconsistency can occur.  If the user performs an 
action that causes an inconsistency that threatens the 
narrative plan, the system looks up the appropriate branch in 
the tree of contingencies and seamlessly begins directing the 
believable agents based on the new narrative plan.  User 
actions that do not threaten causal links are considered by the 
Automated Story Director to be consistent with the current 
narrative structure [44].   

Figures 5 and 8 show portions of the trees automatically 
generated for Little Red Riding Hood and IN-TALE, 
respectively.  As before, inside the plan nodes solid arrows 
represent causal links and dashed arrows represent temporal 
links.  The vertical i-beams alongside each plan node 
represent intervals in which the participant has the 
opportunity to create an inconsistency between the virtual 
world and the plan.  The arrows between plan nodes indicate 
which contingency narrative plan should be used if an 
inconsistency does in fact occur during interactive execution.    
Note that the tree of contingency plans can be potentially 
infinite in depth.  As a matter of practicality, we cap the 
depth to which the tree can grow.  We use a simple user 
model to inform the Automated Story Director about which 
inconsistencies for any given narrative plan are more 
probable, and focus on making those parts of the tree more 
complete. 

The contingency tree is necessary for dynamic execution.  
By pre-generating the tree, the Automated Story Director can 
rapidly switch to alternative narrative plans when user actions 
make this necessary.  This can be done without being held up 
by planner computation time, which can be unpredictable. 

2.4 Narrative Plan Execution 

For narrative plan execution, plan steps in the current 
narrative plan are interpreted as abstract event descriptions at 
the level commonly associated with plot.  A plot is an outline 
of main situations and events in a narrative [40].  Originally, 
the current narrative plan is the exemplar narrative, although 
the current narrative plan can change.  The plan steps and 
their causal relationships are used to generate directives to 
computer-controlled, semi-autonomous agents playing the 
roles of story world characters (see Section 3.2).  It is through 
directives to the story world characters that the Automated 
Story Director manipulates the virtual world and 
consequently the participant’s experience.  Directives to story 
world characters take the following forms: 

- Prescriptive directive: Direction to achieve some world 
state that is desirable to the experience manager and 
moves the plot forward.  Prescriptive directives should 
be of sufficiently high level that character agents are free 
to achieve the directive in a way that best demonstrates 
the characteristics of that character. 

- Proscriptive directive: Direction to avoid particular states 
in the virtual world that are contradictory to the 
intermediate requirements of the experience manager’s 
plot representation. 

The drama manager must derive directives from its 
internal plot representation.  Prescriptive directives are 
derived directly from the plan steps.  That is, a plan step 
specifies a world state that must be achieved.  The Automated 
Story Director determines which story character is 
responsible for achieving this world state and redefines the 
plan step as a goal for the character agent to achieve.  It is 
often the case that the character responsible for achieving the 
step is encoded directly into the step as the entity that is 
changed or creates the change.   

Proscriptive directives are necessary because the 
computer-controlled characters we use have some degree of 
autonomy (See Section 3) and are therefore capable of 
performing actions that interfere (e.g. create inconsistencies) 
with the narrative plan.  Proscriptive directives are derived 
from the causal relationships between plan steps.  
Specifically, for every plan step in the drama manager’s 
representation of expected user experience, there are certain 
world state conditions that must be maintained.  These 
conditions are established by plan steps that occur earlier in 
the plan structure or by the initial world state.  At any given 
time during dynamic execution of the narrative plan, there 
exists a cut of the narrative plan (as a directed graph) such 
that steps that have already been achieved are on one side of 
the cut and steps that have not yet been achieved are on the 
other side of the cut.  The causal links that cross the cut (e.g. 
the initiating step is on one side of the cut and the terminus 
step is on the other side of the cut) represent the conditions 
that must be maintained.  These conditions are formatted into 
proscriptive directives to the characters, so that they are 
aware that they should not perform any action that negates a 
causal link.  Interfering with the currently executing narrative 
plan is a right only bestowed upon the interactive participant. 

The set of computer-controlled character agents is the 
mechanism through which narrative plans are “executed.”  
That is, the Automated Story Director distributes plan steps 
to computer-controlled agents in the form of prescriptive and 
proscriptive directives.  Computer-controlled character agents 
treat prescriptive directives as goals.  When computer-
controlled character agents achieve their directed goals they 
report back to the Automated Story Director, which then 
marks the plan step as executed and determines the next step 
that can be executed. 

We find that by separating the system into an experience 
manager and semi-autonomous character agents, the 
execution manager can focus on plot-level (high level 
abstract) details.  This allows for a larger repertoire of user 
actions – including dialogue acts – to be implemented 
because relatively few user actions threaten the plot when 
represented at a high level of abstraction.   Computer-
controlled character agents with a degree of autonomy are 
capable of providing a large amount of variability in the 
user’s experience, especially with dialogue, without requiring 
the plot to be adapted.  We believe this will invoke in the user 
a greater sense of local agency.  The representation and 
adaptation of complete plots by the Automated Story Director 
affords the user global autonomy, although the user may not 
be aware of it. 



2.5 Participant Monitoring and Adaptation 

During execution of the system, the participant is an 
interactive member of the virtual world.  As such, the 
participant is able to perform a wide repertoire of actions, 
from engaging in discourse with other story world characters 
to moving around and altering the physical environment.  It is 
possible that some of the actions that the participant may 
want to perform will change the world or the computer-
controlled characters (e.g. mental states, belief states, etc.) in 
such a way that it becomes inconsistent with the currently 
executing narrative plan.  When this happens, the Automated 
Story Director must be informed of the changes to the virtual 
world and react accordingly, adapting the narrative plan by 
selecting the most applicable contingency plan from the tree 
of narrative adaptations. 

The virtual world is augmented with daemons that monitor 
the virtual world and the computer-controlled characters for 
certain world states to occur.  For example, one daemon in 
the Little Red Riding Hood domain would monitor for the 
death of the Wolf because the premature death of the Wolf 
significantly impacts the narrative plot progression.  If a story 
world’s characters must have certain beliefs for a narrative 
plan to progress, there must be daemons that inspect the 
mental state of the computer-controlled characters, since the 
characters are a fundamental part of the virtual world.  Each 
daemon triggers on one specific world state proposition.  The 
daemons report back truth values for the world state 
propositions they are monitoring for, but are not otherwise 
aware of whether the world state change does or does not 
create an inconsistency with the narrative plan. The daemons 
report back potential inconsistencies and the Automated 
Story Director makes the determination of whether a 
potential inconsistency is an actual inconsistency by 
comparing the virtual world’s state to the current expected 
state of the currently executing narrative plan. 

Suppose the user performs an action in the virtual world 
that changes the world state in some way.  Further suppose 
that the plan has entered an interval in which that world state 
is identified as being inconsistent with the plan.  If this 
happens during interactive execution then there is an actual 
inconsistency (as opposed to a potential inconsistency).  
There is some plan step somewhere in the immediate or far 
future of the currently executing narrative plan that can no 
longer be executed because its preconditions are no longer 
established.  When this occurs, the Automated Story Director 
looks for a narrative plan in its pre-built tree of contingency 
narrative plans.  The Automated Story Director looks at the 
tree of narrative plans for the child of the currently executing 
narrative plan that specifically repairs the inconsistency.  This 
selected child plan is a candidate to become the new currently 
executed narrative plan.   

It is possible, however, that other potential inconsistencies 
have occurred and were recorded previously that create actual 
inconsistencies with the new candidate narrative plan.  These 
previous world state changes may not have threatened the 
previous narrative plan but now affect the candidate child 
plan.  That is, the world state is different from the initial state 
that was expected by the candidate plan in a way that has 
implications for causal links in the plan.  If this is the case, 
the Automated Story Director looks to the children of the 

candidate plan, and the process repeats until a candidate plan 
is found that is not threatened by any potential 
inconsistencies recorded by the Automated Story Director. 

3. The Experience Management Framework  

The framework for building interactive narratives consists of 
three components: a virtual world, the Automated Story 
Director, and a set of semi-autonomous character agents.  The 
virtual world is a basic necessity.  The virtual world and 
semi-autonomous character agents are described below.  
While the virtual world is a necessary basic ingredient in any 
interactive narrative, the primary way that the Automated 
Story Director manipulates the virtual world is through the 
semi-autonomous character agents. 

3.1. The Virtual World 

The virtual world is a simulation environment of arbitrary 
complexity and realism.  The framework does not specify any 
particular virtual world technology be used but it must 
support the following features: 

(i) The virtual world must be interactive and the participant 
interacts with the virtual world through an embodied 
avatar; 

(ii) The virtual world must enable computer-controlled 
character agents to interact with the virtual world 
through embodied avatars; and 

(iii) The virtual world must support an API that enables the 
Automated Story Director (through daemons) to monitor 
the participant and the state of the world.  

(iv) The virtual world can support an API through which the 
Automated Story Director directly alters the world state 
(i.e., not through the actions of computer-controlled 
character agents). 

Currently, none of the example applications implemented 
in the generative experience management framework use 
feature (iv).  However, [21] describes situations in which an 
omnipotent director agent would want to make changes to the 
virtual world (e.g., locking a door), and also notes the 
conditions under which changing the world state are 
favorable (e.g., the user doesn’t know whether the door is 
locked or unlocked). 

3.2 Semi-Autonomous Character Agents 

Autonomous, embodied agents – also referred to as virtual 
humans – inhabit virtual worlds by controlling 3D 
anthropomorphic avatars [41] [53] [13] and provide a rich 
modality for human-computer interaction.  Unlike other 
forms of artificial intelligence designed to solve one 
particular problem, virtual humans employ a variety of 
artificial intelligence systems for situated task performance 
and understanding and producing natural language and body 
language. 

Any social interaction between humans or between 
humans and artificial characters can give rise to emergent 
narrative.  Thus many researchers believe the goal in creating 
virtual humans should be to achieve a level of believability.  



Believability does not refer to the trustworthiness of an 
artificial intelligence agent.  Rather, a believable agent is one 
that possesses behavior traits that facilitate one’s suspension 
of disbelief that the agent is a real person [6].  For an 
enumeration of many of the traits desirable in a believable 
agent, see [27].  Believable agents are typically autonomous, 
meaning they are capable of choosing their own goals and 
choosing how to execute those goals.  Autonomy affords 
reactivity, which can be beneficial for providing a rich 
modality for interaction with a human participant because 
they can respond to dynamic and unpredictable actions of a 
human participant. 

To provide a rich interactive and social modality for a 
human participant that is also guided by an experience 
manager, we employ semi-autonomous character agents.  A 
semi-autonomous character agent is a believable agent that is 
capable of acting autonomously at times and also receiving 
directions from an experience manager at other times.  The 
notion of believable agents with some degree of autonomy 
being directed by an external source is common in drama 
management/experience management [9] [25] [32].  For 
example, Blumberg and Galyean [9] describe a way of 
controlling the behaviors of autonomous virtual agents 
through prescriptive – “do X” – and proscriptive – “I don’t 
care what you do as long as you don’t do Y” – directions.  
Most drama management systems to date use prescriptive 
directions character agents only because the agents have been 
programmed or instantiated to innately never perform actions 
that are inconsistent with the drama manager’s plot. 

We employ semi-autonomous character agents that are 
reactive and appear intelligent, motivated, and reactive.  Like 
other believable agent technologies, we place an emphasis on 
the appearance of intelligence – referred to as a “broad but 
shallow” approach [6].  Our agents are partly composed of a 
broad, general collection of local autonomous behaviors that 
are designed to afford suspension of disbelief.  Local 
autonomous behaviors (LABs) such as working, running 
errands, shopping, etc. supply agents with a “rich inner life.”  
That is, agents can perform a wide repertoire of behaviors in 
a convincing manner but without performing “deep” 
reasoning.  It is important that NPCs are capable of acting to 
bring about a specific narrative.  Narrative-specific 
interactive events such as confronting the player and 
acquiring, planting, and detonating an explosive device, are 
carried out by narrative directive behaviors (NDBs).  
Narrative directive behaviors are incorporated into the 
agents’ behavior repertoires before run-time and triggered by 
high-level narrative direction from the Automated Story 
Director. 

Agent Behavior Modeling. To achieve the desired life-
like qualities we implemented our agents using the reactive 
planning language ABL (A Behavior Language) [34].  The 
ABL language was initially created for the interactive drama, 
Façade [32] [33] and is designed to support the detailed 
expression of artistically-chosen personality, automatic 
control of real-time interactive animation, and architectural 
support for many of the requirements of believable agents.  
However, our agent architecture differs from that used in 
Façade.  In our agents, there are two broad categories of 
agent behaviors.  Local autonomous behaviors (LABs) are 

the somewhat generic, re-usable “inner life” activities such as 
working, running errands, shopping, etc.  Narrative directive 
behaviors (NDBs) are scenario-specific and are triggered by 
the Automated Scenario Director. 

Local Autonomous Behaviors. Local autonomous 
behaviors (LABs) are implemented as loosely structured 
collections of sub-behaviors called “LAB goals” that depend 
on and assert simple events in episodic memory.  For 
example suppose an agent is in the role of a shopkeeper.  The 
opening the store LAB may involve the agent unlocking the 
store, unpacking boxes, chatting with assistant, and 
displaying new goods.  Each of these parts is implemented as 
its own simple LAB goal with ordering constraints between 
goals.  User interactions, should they occur, can easily be 
inserted during or in between the loosely organized LAB 
goals.  Each individual agent is responsible for selecting and 
sequencing their local autonomous behaviors.  LABs manage 
their own sequencing.  Whenever a new LAB needs to run, 
either upon start-up or once the previous LAB completes, 
each LAB may make a bid for how important it is to run next.  
A LAB chooses a bid strength depending upon current world 
conditions, such as time of day, and episodic memory as 
needed; if the LAB does not care to run, it does not bid at all.  
An arbitration behavior makes a weighted probability choice 
among the bids   

Narrative Directive Behaviors. By contrast, narrative 
directive behaviors (NDBs) are more tightly structured 
collections of sub-behaviors, intended to perform more 
important and more sophisticated parts of the scenario.  
NDBs are invoked when an agent is directed to adopt a goal 
by the Automated Story Director.  This is the primary 
mechanism through which the Automated Story Director 
prescriptively manipulates the story world to bring about plot 
progression.  For a discussion of the proscriptive direction 
from the Automated Story Director, see [46]. 

The dynamic and unpredictable nature of interacting with 
the participant is handled through a strategy of “mix-in” 
behaviors, first proposed in [33].  Interaction daemons in 
each agent await particular inputs from the participant such as 
dialogue and physical interaction.  Special “mix-in” 
behaviors modify the default logic of the LAB or NDB 
currently being executed by the agent in order to respond 
seamlessly and appropriately to the participant.   

The generative experience management framework 
described here has been applied to two prototype systems 
with vastly different requirements.  The first, described in 
Section 4, is an entertainment system based on the Little Red 
Riding Hood tale and uses a textual virtual world built on a 
MOO (Object-oriented Multi User Dungeon).  The second, 
described in Section 5, is a scenario-based military cognitive 
skills practice environment built on a commercial 3D 
graphical game engine. 

3.3 Authoring  

The purpose of a framework is to re-use components in vastly 
different contexts while minimizing the amount of custom 
software development.  We acknowledge that the virtual 
world component may need to be re-engineered from 
application to application depending on the type of 
immersive experience and art assets required.  Our goal is 



that the Automated Story Director can be re-used by 
authoring new content: plan operator libraries and exemplar 
narrative.  The set of semi-autonomous character agents will 
have to change as well, but our use of ABL is designed to 
allow the specific character-specific behaviors to be authored 
while reusing the general LAB and NDB goal arbitration 
process.   

One advantage of generative experience management 
approaches such as [44] [61] and that described in Section 2 
over other non-generative experience/drama management 
approaches is that much of the authoring effort is reduced.  
Only a single exemplar narrative plan and supporting 
knowledge about the dynamics of the virtual world need to be 
authored to apply the Automated Story Director to a new 
domain context.  The system, in an offline, process analyzes 
the causal dependencies of events in the narrative plan 
determines all ways in which participant actions can conflict 
with the exemplar narrative and generates contingency 
narratives.  The result is analogous to a branching story [48].  
Pre-scripted branching stories such as those used in computer 
games and Choose-Your-Own-Adventure books typically 
have either few decision points or low branching factors (the 
number of alternatives in any given decision point).  One 
reason for this is the combinatorial complexity of authoring 
branching stories [10]; as the number of decision points 
grows, the amount of story content that must be authored 
grows exponentially.  The generative approach used here 
mitigates this effort by taking the effort narrative adaptation 
out of the hands of the system designers.  The Automated 
Story Director automatically discovers and implements the 
“rules” for repairing threatened narratives. 

A narrative planner however cannot operate in a vacuum – 
it requires knowledge about the virtual world in which the 
narrative is set.  The more knowledge the planner has, the 
greater the number of content variations can be generated.  
The planner requires a library of plan operators and schemata 
(referred to as a domain theory).  A domain theory describes 
in abstract terms all actions that are possible for story world 
characters to perform.  It may be the case that the amount of 
knowledge required by the system is greater than the length 
of the exemplar narrative or any one plan generated.  
However, a domain theory is a reusable knowledgebase used 
by the algorithms described in the article to generate branches 
recursively.  Thus the human author need only supply a 
single non-branching exemplar narrative and a relatively 
compact domain theory.  For branching narratives that are 
long and/or have a high branching factor, the amount of 
narrative content generated from a relatively compact domain 
theory can quickly exceed the size of the world domain 
authoring effort that would otherwise need to be authored by 
hand. 

Character agent authoring is knowledge-intensive.  The 
“broad, shallow” approach [6] means that autonomous 
character behaviors are easy to author, although time-
consuming.  Knowledge engineers need only focus on the 
appearance of correct behavior without regard for agent 
reasoning or deep decision making.  The hardest part of 
authoring “broad, shallow” character agents is providing 
enough coverage of the space of all behaviors that the agent 
is never caught in a situation in which it cannot act believably. 

This coverage is achieved by authoring Local autonomous 
behaviors (LABs).  LABs can be specific to an individual 
NPC in the case that the character expresses a very unique 
personality or characteristic.  We anticipate that LABs will be 
general enough be reused or can be customized from generic 
templates and that over time, large libraries of customizable 
LABs will exist that provide good coverage of the space of 
behaviors.  For example, a greeting a customer behavior 
could involve the same physical actions from agent to agent, 
with only dialog variations customized to the agent.  Further, 
some low-level behaviors, such as locomoting, operating a 
cash register, cleaning the store and so on, are generic and 
can be re-used from agent to agent, with little or no 
customization per agent.   

Narrative directive behaviors (NDBs) can be considered a 
general pre-compiled plan or method for accomplishing 
world state change.  The challenge of authoring NDBs is to 
consider alternative methods for achieving the same world 
state condition for a wide variety of possible circumstances.  
It is possible that narrative directive behaviors can be pre-
computed by intelligent agent-based planning systems 
although we have yet to explore this possibility in any depth.  
Once authored, we anticipate a wide degree of re-use. 

4. Example Entertainment Application: Little 
Red Riding Hood 

Our interactive narrative framework was used to build an 
interactive narrative system based loosely on the Little Red 
Riding Hood tale.  The virtual world was built on a textual 
MOO (Object-oriented Multi-User Dimension).  Figure 4 
shows a screenshot of the Little Red Riding Hood prototype.   

The Little Red Riding Hood domain is a difficult domain 
to convert into an interactive narrative.  The principle 
character, Little Red Riding Hood (“Red” for short) is a 
victim.  The Hunter saves Red, but otherwise does not have 
much interaction with any other characters.  There are not 
many characters in the story world, meaning there are limited 
opportunities for the experience manager to direct the 
participant’s experience.  To make the Little Red Riding 
Hood domain more suitable for experience management, we 
extended the domain to include two extra characters: a fairy, 
and a monster named Grendel.  The fairy has the power to 
resurrect dead characters.  Grendel, like the wolf, is capable 
of swallowing other characters alive.   

The participant plays the role of a hunter – in the 
screenshot in Figure 4, the participant has chosen the name 
Fred.  As a hunter, the participant has the ability to kill other 
characters.  The choice to make the user play the role of the 
hunter is non-intuitive.  The Little Red Riding Hood 
character is the “title” character, but she is not the protagonist 
in the sense that she has very little agency; she is eaten and 
spends some amount of time in the stomach of the wolf, 
passively waiting to be rescued.  The hunter is the character 
that rescues both Red and Granny and, as a less developed 
character, affords the participant the opportunity to exert their 
own persona.  Thus the participant, as hunter, can take a 
reactive stance and rescue Red and Granny once they are 
eaten by the wolf, or the participant can take a proactive 
stance and attempt to exert influence over the virtual world to 



keep Red and Granny safe.  The latter case is interesting 
because the Automated Story Director, due to the pre-
specified exemplar narrative and islands, attempts to 
manipulate the participant’s experience in the virtual world 
such that Red and Granny do get eaten and do require rescue 
from the participant (in accordance with the spirit of the 
original story). 

The exemplar narrative plan is shown in Figure 2.  The 
exemplar narrative is one in which the Wolf meets Red and 
learns all about Granny.  Wolf eats Red and Granny alive, 
and is then killed by the Hunter (the participant), allowing 
Red and Granny to escape out of the belly of the Wolf.  The 
outcome is described as: 

- Granny has the cake; 
- Red is not in the state of being eaten; and 
- Granny is not in the state of being eaten. 

There are two islands used to enforce a particular narrative 
structure, should plan adaptation occur.  Island 1 represents 
the fact that Red should become eaten at some point prior to 
the outcome and Island 2 represents the fact that Granny 
should become eaten at some point prior to the outcome.  
Note that the islands do not specify by whom Red and 
Granny should be eaten.  Note also that the narrative plan in 
Figure 2 describes the plot at a relatively high level of 
abstraction, so that the details are determined by the semi-
autonomous character agents playing the roles of the story 
world characters.  In this case, the semi-autonomous 
character agents move about the world and improvise scenes 
with character-specific dialogue when directed.  Since the 
plot points requiring Wolf to eat Red and Granny are 
unordered relative to each other, the semi-autonomous 
character agent playing the role of the Wolf is free to decide 
what order to achieve those goals.   

Figure 4 shows a point in the execution of the exemplar 
narrative where Wolf has already eaten Granny.  The Wolf 
waits for Red to arrive in the cottage and, after some bit of 

dialogue, eats Red.  The dialogue between Red and the Wolf 
is one of the most recognizable features of the Little Red 
Riding Hood story.  As such, the semi-autonomous character 
agents are instantiated with behaviors that are capable of 
performing several different versions of this dialogue (one of 
which is shown in Figure 4) depending on the conditions of 
the world and the conditions of the agents.  It is important to 
note that although the dialogue does occur, it is not dictated 
by Story Director because, from the perspective of the Story 
Director, dialogue is a detail of character implementation of 
plot-level events.  That is, the Story Director only insists that 
Red be eaten by the Wolf.  However, since the semi-
autonomous character agents are actors, they improvise a 
scene that adds a degree of believability in the process of 
achieving their prescribed goals.   

The next plot point in the exemplar narrative specifies that 
the Hunter (the participant) is to kill the Wolf.  At this point, 
the narrative is dependent on the participant doing what is 
expected.  After a certain amount of time has passed without 
the participant killing the Wolf, a failure will trigger and 
narrative adaptation will occur.  However, the participant 
who is already in the room and who has witnessed the eating 
of Red, does kill the Wolf. 

The principal way in which the participant can create 
inconsistencies between the state of the virtual world and the 
narrative plan is by invoking his or her ability as a hunter to 
kill other characters at times other than that specified in the 
exemplar narrative plan.  For example, the participant can kill 
the Wolf before it eats Red or Granny.  A small portion of the 
contingency narrative plan tree is shown in Figure 5 (some 
plan nodes are truncated to show only the plan steps that 
occur before the islands).  The exemplar narrative plan is the 
root, shown at the left of the figure.  Consider the narrative 
plan node labeled 1 in Figure 5.  In this case, the participant 
has created an inconsistency with the exemplar narrative plan 
by killing the Wolf before it can eat Red or Granny (and thus 
before the Automated Story Director can achieve either of the 

 
Fig. 4. Screenshot of the Little Red Riding Hood interactive narrative. 

 
 



 
 

 
Fig. 5. A portion of the tree of narrative plan contingencies for Little Red Riding Hood. 
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islands).  The simplest narrative adaptation is to have the 
Fairy resurrect the Wolf.  If for some reason the Fairy is also 
killed by the participant, Grendel can fill the role of the 
character who eats Red and Granny.  

Note that in the exemplar narrative plan, the plot points 
specifying that the Wolf eat Red and that the Wolf eat 
Granny are unordered with respect to each other.  This 
creates the possibility of multiple branches based on a race 
condition between the participant’s killing of the Wolf and 
the Wolf’s achievement of the two islands: the Wolf can be 
killed before eating Red or Granny (node 1); the Wolf can be 
killed after eating Red but before eating Granny (node 2); or 
the Wolf can be killed after eating Granny but before eating 
Red (node 3).  If the Wolf is killed after eating Red and 
Granny, the Automated Story Director recognizes this as a 
fulfillment of the participant action, Hunter kills Wolf.  Each 
possible ordering of events in the race condition results in a 
slightly different narrative adaptation. 

5. Example Educational Application: IN-TALE 

As stated earlier, drama management is a term coined to 
describe an approach to interactive entertainment.  
Experience management is a generalization of drama 
management that does not strictly require dramatic narrative.  
Interactive narrative has previously been applied to 
educational and training contexts (c.f. [4] [29] [30]). In this 
section, we describe a prototype built on our generative 
experience management framework for education and 
training. Experience management holds potential as an 
approach to interactive narrative for education and training.  
As discussed in Section 1.3, narrative is often used in 
education and training.  Narrative plays a role in the access 
and transfer tacit expert knowledge [7] [52], case-method 
teaching practices [23], and can facilitate learning by doing 
[1]. 

The Interactive Narrative Tacit Adaptive Leader 
Experience (IN-TALE) prototype system [45] [46] is an 
example of how interactive narrative using a generative 
experience manager can be applied to a training curriculum 
for “soft skills” – a term the U.S. military uses to refer to 
skills such as leadership, situation awareness, cultural 

awareness, decision-making, and other cognitive skills. 
Research on leadership development shows that expertise is 
gained through experience and by taking the time to reflect 
on the lessons learned from an episode [52].   

The IN-TALE interactive narrative provides a practice 
environment to accompany a more conventional instructional 
curriculum.  The learner, playing a leadership role in a 
simulation of a military exercise, is tasked with applying 
skills and problem solving to achieve a particular effect.  For 
example, the learner might be told that he or she is in charge 
of maintaining law and order in a marketplace during a 
foreign deployment.  Figure 6 shows a screenshot of the In-
TALE system. 

As an interactive narrative application for education and 
training, exemplar narratives must support the pedagogical 
objectives of an instructor and/or curriculum.  Instead of 
structuring the exemplar narrative around dramatic principles 
such as those that might be used in an entertainment-based 
system, we propose that the exemplar narrative be structured 
around relevant learning situations (RLS).  A relevant 
learning situation is a world state that presents the learner 
with a dilemma or an opportunity to perform a skill or make 
an observation.  Computationally, relevant learning situations 
manifest themselves in the exemplar narrative as islands – 
intermediate goal states that must be established by events in 
the plan somewhere between the beginning and the end.  To 
support relevant learning situations, the Automated Story 
Director is modified in the following ways.  Relevant 
learning situations are provided as input in addition to the 
exemplar narrative (relevant learning situations are also part 
of the exemplar narrative sequence).     

5.1 IN-TALE Exemplar Narrative 

The following describes an exemplar narrative that might be 
provided to IN-TALE to provide a practice environment for 
situational and cultural awareness.  The learner plays the role 
of a Captain in charge of maintaining law and order in a 
marketplace during a foreign deployment. 

The scenario is expected to unfold as follows.  While the 
learner is engaged in daily procedures concerning the 
operations of the marketplace, the learner has opportunities to 

 
Fig. 6. A screenshot of the IN-TALE system.  The learner (central) is confronting a couple non-player characters. 

 



interact with various merchants who regularly use the 
marketplace.  One merchant, Hasan, appears to be friendly 
and pro-American (although if carefully observed, he 
performs subtle behaviors meant to arouse the learner’s 
suspicions).  Another merchant, Saleh, appears to be 
unfriendly and to hold anti-American sentiment.  After the 
learner has had opportunities to become familiar with the 
other story world characters, Hasan – who despite outwardly 
favorable behavior and appearance has an ulterior motive – 
sneaks away from the marketplace and later returns 
concealing an explosive device that he obtained from a co-
conspirator named Ayad.  The device is planted in the 
marketplace. Shortly afterwards, the bomb goes off.  When it 
goes off, it is a dud, creating a lot of smoke and noise but no 
casualties.  The marketplace is none-the-less plunged into a 
state of social chaos, disorder, and panic, resulting in 
economic harm.  The scenario continues from this point, but 
is outside the scope of this paper. 

There are two relevant learning situations present in the 
example exemplar narrative.  The first occurs early on in the 
narrative sequence when the characters of Hasan and Saleh 
are established.  This relevant learning situation is an 
opportunity to observe that Saleh, despite outward 
appearances, is harmless, and that Hasan, despite outward 
appearances, is a complex individual who might harbor ill 
intentions towards the learner.  The second relevant learning 
situation occurs at the end of the example and describes a 
world state in which the marketplace is in a state of chaos.  
The first relevant learning situation focuses on situational 
awareness.  The second relevant learning situation requires 
the learner to practice restoring order and handling 
consequences in the context of a continuing scenario.  Figure 
7 shows the plan representation for this exemplar narrative. 

Note that if the learner performs exceptionally in the first 
relevant learning situation, it is possible for the learner to 

deduce that Hasan is planning an attack.  If this happens, due 
to the open-ended interactivity afforded by the system, it is 
also possible that the learner can intercept Hasan and detain 
him before the explosive device can be armed and planted.  
Should this happen, the second relevant learning situation – 
chaos in the marketplace – can be averted.  While this is 
potentially a realistic outcome of the learner’s actions, the 
learner’s actions inadvertently make it impossible, or at least 
implausible, to establish the second relevant learning 
situation, thus reducing the pedagogical effectiveness of the 
system and averting part of the instructional intent of the 
system.  The Automated Story Director is able to detect this 
predicament and invoke the narrative generation process to 
adapt the narrative sequence so that the second relevant 
learning situation is achieved in a different way – possibly by 
using the detention of Hasan to provoke a riot as an 
alternative way of establishing a state of chaos in the 
marketplace.   

5.2 IN-TALE Example 

Continuing the example, suppose IN-TALE is instantiated 
with the exemplar narrative plan shown in Figure 7.  The 
islands are listed as RLS1 and RLS2 (i.e., relevant learning 
situation 1 and relevant learning situation 2), where the first 
relevant learning situation represents that an opportunity to 
make an observation about the non-player characters has 
been achieved, and the second relevant learning situation is 
that the marketplace is in chaos and must be handled.  Figure 
8 shows a portion of the tree of contingency narrative plans 
generated automatically from the exemplar narrative.  Note 
that the actual contingency tree generated by the Automated 
Story Director can contain in excess of 2000 nodes, only a 
few of which are actually shown in Figure 8.   

The example considers two ways in which the learner can 
create an inconsistency between the virtual world and the 
exemplar narrative plan: 

- Hasan is detained and thus unable to perform further 
actions in the world; and 

- bomb1 is found and disarmed before it goes off. 

There are three intervals in the exemplar narrative plan in 
which these inconsistencies are possible.  The first occurs if 
Hasan is detained before he can acquire the bomb.  The 
narrative plan that repairs this inconsistency is not shown, but 
the new narrative plan has the local Magistrate release Hasan 
from detention, ostensibly because he has not perpetrated any 
crime.  Second, a potential inconsistency can occur if Hasan 
is detained after acquiring the bomb, but before he can plant 
it.  This contingency narrative plan (node 1) also has the 
Magistrate release Hasan.  However, if Hasan is searched by 
the learner (before or after he is detained) and is found to be 
concealing a bomb, he can be designated a criminal.  If 
designated a criminal, Hasan cannot be released from 
detention, causing a cascading branch to node 3.  In this case, 
the Automated Story Director has found a narrative that 
obtains the second relevant learning situation – chaos in the 
marketplace – in a radically different way.  Specifically, 
Hasan’s co-conspirator, Ayad, uses Hasan’s detention as an 
excuse to cause a riot.   

 
Fig. 7. Example narrative plan for the IN-TALE system. 

 
 



 
 

 
Fig. 8. A portion of the tree of narrative plan contingencies for IN-TALE. 
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The third interval in which the learner can force the 
Automated Story Director to adapt the narrative can occur if 
he or she finds the planted bomb and calls in a bomb-squad to 
disarm it.  In this case, the simplest adaptation to the narrative 
is to have Hasan acquire a second bomb and plant it (node 2).  
Note that many of the same patterns of potential 
inconsistencies (e.g detaining characters and disarming 
bombs) seen in the exemplar narrative appear to re-occur in 
node 2.  However, one distinction is that there is not an 
infinite supply of bombs in the story world, so the Automated 
Story Director eventually turns to alternative strategies for 
bringing about the second relevant learning situation (RLS2).  
For example, node 5 involves a sniper attack on the 
marketplace.   

There is no reason why the Automated Story Director 
need repeat patterns of narrative adaptations.  In the current 
implementation, the Automated Story Director looks for the 
simplest adaptations.   The assumption underlying this is that 
the simplest adaptations are those that will be most similar to 
the exemplar narrative and that the exemplar is the “best” 
experience (from the perspective of the instructor and/or 
curriculum) the learner can have.  Currently we are 
investigating whether the automated narrative generation 
process used by the Automated Story Director can 
incorporate more sophisticated pedagogical reasoning in 
order to provide richer narrative experiences.  

6. Related Work 

We describe interactive narrative as an approach to 
interactive entertainment in which a system attempts to tell a 
story to an interactive participant such that the participant is 
afforded opportunities to make decisions or perform actions 
that directly affect the direction and/or outcome of the story.  
There are numerous examples of systems that qualify as 
interactive narrative systems.  The work presented here has 
the most in common with other systems that use artificial 
intelligence to implement interactive narratives.  Space 
precludes a comprehensive comparison of the generative 
experience management framework described here to all 
other interactive narrative systems.  In the remainder of this 
section we discuss those systems with interesting similarities 
and differences.   

The Carnegie Mellon University Oz Project [6] [25] [59] 
and follow on work (c.f, [36] [37] [49] [50]) use a drama 
management approach based on plot graphs. A plot graph is a 
partial ordering of all possible plot points, some of which will 
occur and some of which will not.  The drama manager 
searched for and executed sequences of plot points and 
interventions (events that would help or hinder the 
participant).  The Automated Story Director makes use of 
partially-ordered plans that must be completely executed; if a 
plan cannot be executed, then a new plan is generated.  
Theoretically, a plot graph (plus interventions) and the 
Automated Story Director’s tree of contingency plans can 
both be represented as branching narratives (see [48] for a 
sketch of a proof of the latter).  The distinction is that a plot 
graph is hand authored while the tree of contingency plans is 
automatically generated. 

The Façade interactive drama [32] [33] implements an 
approach to drama management based on beats – small 
segments of story, typically involving actions/reactions for 
two characters. The Little Red Riding Hood and IN-TALE 
prototypes are relatively simple compared to the full 
complexity (in terms of branches) of a complete system such 
as Façade [32] [33].  However, these prototypes illustrate the 
capabilities and advantages of using a generative experience 
management approach.   Specifically, the Automated Story 
Director (a) automatically discovers and implements the 
“rules” for repairing threatened narratives, and (b) 
automatically generates all possible plots that the 
participant’s experience can take the form of.  This greatly 
reduces the amount of human authoring effort necessary to 
deploy an interactive narrative for entertainment or education.  
Like Façade, dialogue and specifically performed behaviors 
(e.g. gestures) are manually authored as re-usable and re-
assemble-able chunks that are selected by character agents in 
real-time. 

Many of the techniques used in the Automated Story 
Director framework were pioneered for the Mimesis system 
[44] [61], an architecture for AI-based interactive narratives.  
Both systems use a planner to project a narrative into the 
future and re-plan as necessary.  The Mimesis system 
generates the first narrative, whereas the Automated Story 
Director relies on a hand-authored exemplar and generates 
only the branches. Further differences exist between systems 
with regard to how re-planning works, the Automated Story 
Director using a tiered re-planning scheme. The most notable 
difference is how virtual characters are controlled.  In the 
Mimesis system, virtual characters directly execute operators 
in the plan whereas the Automated Story Director framework 
translates plan operators into goals to be disseminated to 
semi-autonomous agents.  The significance of this is that 
character agents in the Automated Story Director framework 
are capable of improvising activity when not being directed 
in order to appear more animate and life-like. 

The FearNot! system [4] is a strong autonomy system used 
to teach students about bullying.  Autonomous agents play 
the roles of characters and situations relevant to bullying 
emerge from the interactions between characters.  FearNot! 
uses an agent called a story facilitator [15] that sets up scenes 
and characters for narrative emergence to occur.  In many 
ways the FearNot! story facilitator and the Automated Story 
Director provide similar services.  However, the story 
facilitator works with authored “scenes” that are then 
elaborated upon by autonomous agents.  The Automated 
Story Director generates sequences of high-level events, 
several of which may be perceived to make up a “scene” that 
are then elaborated upon by semi-autonomous character 
agents. 

In general, the distinguishing trait between the work 
described here and most other drama management systems is 
the amount of narrative content that must be hand-authored a 
priori.   By generating narrative content in response to user 
actions, generative experience managers hold the potential to 
deliver more interactive and more varied experiences.  It 
should be noted that there are other generative interactive 
narrative systems.  For example, [5] describes an interactive 
narrative that uses planning – in much the same way as the 



Automated Story Director and Mimesis systems use planning 
– to create dilemma situations in an open-ended narrative.  It 
should also be noted that some emergent narrative systems 
such as [14] are considered generative.  Detailed 
consideration of emergent narrative systems is beyond the 
scope of this paper. 

7. Limitations and Future Work 

Our research has revealed to us several limitations to be 
addressed through future work.  In this section, we discuss 
some of the limitations of our framework and how we intend 
to address them through future work.   

Narrative Generation. The most significant limitation is 
that the success of the generative experience management 
framework is linked to the technical capability to 
automatically generate narratives.  However, it is our 
observation is that current state-of-the-art in narrative 
generation is not yet sufficient. In particular, general problem 
solvers such as planners tend to search for efficient solutions 
to a problem.  However, it is often the case that the most 
efficient solution to a problem is not the best story.  
Specialized narrative planners such as [42] [47] may produce 
better results.  Case-based approaches to narrative generation 
(c.f., [16] [39] [55]) may allow a narrative generator to 
favorably utilize knowledge from previous narratives. 

Heuristic functions are used to evaluate whether a 
narrative plan is good. Additional heuristics must be used to 
determine whether an adaptation is good.  Currently there is 
no sufficient computational model of a good narrative.  Due 
to the limitations of narrative planning and the lack of 
heuristics the Automated Story Director tends to favor the 
simplest adaptations and different branches tend to be 
repetitive, which a few significantly different and interesting 
adaptations appearing when no easier adaptation is possible.  
Future work involves building off of narrative generation 
research described above and addressing the issue of 
heuristics. 

Intelligent Tutoring. We believe that the incorporation of 
an intelligent tutoring system (ITS) into interactive narratives 
for education and training will benefit the learner by 
supporting the learner with individualized instruction.  An 
intelligent tutoring system is an intelligent agent that, like a 
human tutor, engages with a student to scaffold learning [51] 
[58].  The IN-TALE prototype described in Section 5 is an 
example of an interactive narrative with pedagogical 
purposes.  IN-TALE is not an ITS; it is a practice 
environment meant to provide a degree of interactivity to 
support the practice of ill-defined cognitive skills such as 
situational awareness, cultural awareness, leadership, and 
decision-making. IN-TALE can manipulate a participant into 
relevant learning situations, but it cannot make the participant 
learn. Consequently, IN-TALE does not – nor is meant to – 
teach.  We believe that intelligent tutoring and generative 
experience management are complimentary technologies.  
See [43] for an informal analysis of the compatibilities of 
integrating intelligent tutoring and interactive narrative. 

User Modeling. We have also identified user modeling as 
an important consideration for interactive narrative systems. 
Without a model of the user, the Automated Story Director 

over-generates, meaning it generates all possible narrative 
sequences that can occur, no matter how improbable. We use 
a very simple, static, handcrafted user model to prune the 
contingency tree of branches that are unlikely to be taken.  
However, more robust and intelligent approaches will be 
advantageous.  The approach described in [28] uses a player 
model to predict whether the user will perform actions that 
transgress from the space of acceptable narrative experiences.  
This approach to user modeling is not appropriate for a 
generative experience management system because the space 
of acceptable narrative experiences is modified dynamically.  
Learning and case-based approaches to user modeling in 
interactive narratives have also been explored (c.f., [37] and 
[50]).  We intend to explore user modeling as part of our 
framework in the future.  As it pertains to the IN-TALE 
prototype, user modeling is often used to track what learners 
know so a system can make more intelligent decisions about 
how to scaffold and individualize learning. 

8. Summary and Conclusions 

We present a framework for developing interactive narratives 
that balance the desired properties of the participant’s 
narrative experience against the participant’s perception of 
self-agency.  The framework involves a generative 
experience manager called the Automated Story Director that 
attempts to manipulate the virtual world to conform to an 
exemplar narrative sequence that encodes particular provided 
properties.  These properties can be dramatic or pedagogical. 
The framework is illustrated with two example interactive 
narrative systems.  The first is an interactive version of the 
Little Red Riding Hood story, meant for entertainment 
purposes.  The second, the Interactive Narrative Tacit 
Adaptive Leader Experience (IN-TALE), demonstrates the 
experience management framework applied to a practice 
environment for educating cognitive skills such as situational 
awareness, cultural awareness, leadership, and decision-
making under pressure. 

The generative experience management framework is 
currently at prototype stage.  The framework was initially 
developed for the IN-TALE system. The IN-TALE exemplar 
scenario was developed to test the algorithms and has not 
been vetted for pedagogical significance, nor have any of the 
generated alternative narrative branches.  As noted in Section 
7, the generation algorithms tend to favor the simplest 
adaptations and also tend to be repetitive.  In some ways this 
is favorable because the closer an adaptation is to the original 
exemplar, the more likely that that adaptation will adhere to 
the original authorial intent.  However, the simplest 
adaptation often results in repetitive storylines.  For example, 
if bomb-planting is disrupted by the user, the Automated 
Story Director will often try a different way to plant the 
bomb.  Users sometimes perceive this as absurd, obsessive, 
or frustrating.  

The IN-TALE prototype generates over 2000 nodes in the 
contingency tree (we cap the depth of the tree at 6 levels for 
testing purposes, meaning that the user can only force an 
adaptation of the storyline 5 times in one session).  Each node 
represents a complete alternative storyline, although most 
nodes represent minor variations on each other where only 



one or two details differ.  The average branching factor of the 
contingency tree is 2.87, meaning that during execution, the 
user has on average nearly three ways in which he or she can 
act to interfere with the currently executing narrative plan.  
Because of the continuous real-time execution, these acts can 
be performed at any time. Of course the IN-TALE scenario is 
a test case and actual scenarios are expected to be much more 
complex, in terms of narrative plan length and branching 
factor. 

In the Fall of 2006, the International Conference on 
Technologies for Interactive Digital Storytelling and 
Entertainment (TIDSE) held an authoring workshop in which 
participants were challenged to modify their interactive 
systems to the Little Red Riding Hood domain.  The 
framework, initially developed for the IN-TALE training 
domain was converted to the new domain in three weeks, 
including a new exemplar narrative, new domain theory 
knowledge from which narrative branches could be generated, 
and new character agents.  A programmer with AI planner 
experience authored a domain theory sufficient to cover the 
range of possible events in the fairy tale world in a couple of 
days.  The majority of the time was spent creating new 
character agents since there was little that could be reused 
from the IN-TALE domain.  The system was demoed live at 
the workshop.  Development was simplified by the use of a 
textual virtual world, allowing us to bypass the challenges of 
graphical character animations. 

Anecdotal evidence indicates that most players of the 
entertainment-based Little Red Riding Hood system are 
content with watching the narrative unfold, and only take 
action when it comes time to rescue Little Red and Granny.  
Other players come to treat it as a game in which they try to 
stop the Wolf (and Grendel) from eating Little Red and 
Granny in the first place, even though the narrative arc leads 
to their rescue.  That is, players learn to take actions that 
force the Automated Story Director to adapt until the 
Automated Story Director is forced to abandon its goals of 
having Little Red and Granny eaten (see Section 2.3, strategy 
iii).  Replayability becomes an important issue when this 
happens. 

Immersive virtual worlds, whether textual or graphical, 
have the potential to tap into the human propensity to 
organize our experiences as narrative.  This is especially true 
when the virtual world affords social interaction – even when 
the social interactors are computer-controlled, embodied 
agents.  Guidance, however, is sometimes required to 
increase the likelihood that an experience is cognitively 
reconstructed as narrative.  Drama managers – and their more 
general form, experience managers – offer the ability to guide 
a participants experience in a virtual world without reducing 
the participants ability to act freely to pursue his or her goals, 
intentions, and desires.  A generative approach to experience 
management is especially useful because a generative 
experience manager can engage with a participant or learner 
to accommodate his or her actions without creating undue 
burden on system authors and designers who would 
otherwise have to craft large amounts of narrative content to 
cover all contingencies.  
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