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The Fast Downward Planning System: Overview



Knowledge Compilation: Domain Transition Graphs



Knowledge Compilation: Domain Transition Graphs



Knowledge Compilation: Causal Graphs

Ex: GRID Task Causal Graph:

r  - robot location
a - arm (holding or free)
l  - locked (or not)
k - key location



Knowledge Compilation: Causal Graphs



Knowledge Compilation: Pruning Causal Graphs

- All state variables which are not ancestors of variables mentioned in the goal 
are completely irrelevant.

- So eliminate them
- To produce an acyclic graph:

- Compute strongly connected components
- The weight of an edge is n if it is induced by n axioms or operators
- Pick a vertex v with minimal cumulated weight of incoming arcs
- Set v ≺ v′
- Consider V \ {v} and repeat.

- Only keep edges (v, v’) if v ≺ v′
- Remove dominated conditions



Example:



Successor Generation

Avoid checking all operators!



Search: The Causal Graph Heuristic

Estimates the cost of changing the value of v from d to d′

Use the sum over the costs cost_v( (s(v), s*(v)) ) for all variables v for which a goal 
condition s*(v) is defined

They compute the cost for all d’ using a method that like dijkstra's.

Helpful Transitions: 
generates a set of applicable operators considered useful for steering search 
towards the goal. 
Helpful operators are used in a relaxed plan and applicable in the current state



Search: The Causal Graph Heuristic



Search: The FF Heuristic

Helpful Actions: 
generates a set of applicable operators considered useful for steering search 
towards the goal. 
Actions applicable the current state of a relaxed plan are helpful.

Compatibility with MVTs looks like variables in superposition

Heuristic: # of operators used in the relaxed plan



Search: Greedy BFS

Preferred operators: Helpful transitions and helpful actions are treated as 

Alternate between two successor lists: all and preferred

Deferred Heuristic Evaluation:

- Expand before computing the heuristic
- Keeps from evaluating heuristic for every successor
- Useful for high branching factors
- Less time for more space



Search: Multi-Heuristic BFS

Different heuristics have different strengths

Keep two open lists for each heuristic.

Alternate between all lists.



Search: Focused Iterative-Broadening Search 

Focuses on one goal at a time.

Iteratively broaden the considered operators when modification thresholds prevent 
solutions.

- Concurrently attempt to satisfy each goal. 
- Halt when one is met. 
- Concurrently attempt to satisfy remaining goals in addition to previously 

satisfied goals. (in fact they forbid operators that undo goals)



Search: Focused Iterative-Broadening Search 



Experimental Setups



Results



Results



Results



M+P configuration emerges as a clear-cut winner



The end


